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INTRODUCTION 4

Research Initiation Program - 1988

AFOSR has provided funding for follow-on research efforts for the participants in the
Summer Faculty Research Program. Initially this program was conducted by AFOSR and
popularly known as the Mini-Grant Program. Since 1983 the program has been conducted
by the Summer Faculty Research Program (SFRP) contractor and is now called the .,.esearch
Initiation Program (RIP). Funding is provided to establish RIP awards to about half the
number of participants in the SFRP.

Participants in the 1988 SFRP competed for funding under the 1988 RIP. Participants
submitted cost and technical proposals to the contractor by I November 1988, following their
participation in the 1988 SFRP.

Evaluation of these proposals was made by the contractor: Evaluation criteria consisted
of:

1. Technical Excellence of the proposal
2. Continuation of the SFRP effort
3. Cost sharing by the University

Th. -st of proposals selected for award was forwarded to AFOSR for approval of funding.
Those approved by AFOSR were funded for research efforts to be completed by 31 December
1989.

The following summarizes the events for the evaluation of proposals and award of
funding under the RIP.

A. Rip proposals were submitted to the contractor by 1 November 1988. The
proposals were limited to $20,000 plus cost sharing by the universities. The
universities were encouraged to cost share since this is an effort to establish
a long term effort between the Air Force and the university.

3. Proposals were evaluatedon the criteria listed above and the final award
approval was given by AFOSR after consultation with the Air Force
Laboratories.

C. Subcontracts were negotiated with the universities. The period of performance
of the subcontract was between October 1988 and December 1989.

Copies of the Final Reports are presented in Volumes I through IV of the 1988 Research
Initiation Program Report. There were a total of 92 RIP awards made under the 1988
program.
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Research Initiation Program - 1988
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PROGRAM STATISTICS

Total SFRP Participants 153

Total RIP Proposals submitted by SFRP 121

Total RIP Proposals submitted by GSRP 5

Total RIP Proposals submitted 126

Total RIP's funded to SFRP 85

Total RIP's funded to GSRP 3

Total RIP's funded 88

Total RIP's Proposals submitted by HBCU's 8

Total RIP's Proposals funded to HBCU's 4
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LABORATORY PARTICIPATION

SFRP RIP's RIP's
Laboratory Participants Submitted Funded

AAMRL 10 8 (1 GSRP) 5
AFWAL/APL 8 8 4
ATL 8 9 (1 GSRP) 8 (1 GSRP)
AEDC 5 5 (1 GSRP) 4 (1 GSRP)
AFWAL/AL 8 8 4
ESMO 1 0 0
ESD 2 2 2
ESC 8 7 5
AFWA./FDL 10 9 (1 GSRP) 6 (1 GSRP)
FJSRL 7 5 4
AFGL 12 7 5
HRL 14 13 9
AFWAL/ML 12 9 6
OEHL 4 3 3
AL 8 7 6
RADC 12 8 8
SAM 16 9 8
WL 6 7 (1 GSRP) 4
WHMC 2 2 1

Total 153 126 88
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LIST OF UNIVERSITIES THAT PARTICIPATED

Akron, University of - 1 Louisiana Tech. University - 1
Alabama, University of - 1 Lowell, University of -2
Albany College - 1 Maine, University of - 1
Arizona State University - 1 Meharry Medical College - 1
Arizona, University of - 1 Miami University - 1
Arkansas State University - 1 Miami, University of - 1
Arkansas, University of - 2 Michigan State University - 1
Auburn University - 1 Michigan Tech. University - 1
Austin Peay State Univ. - 1 Michigan, University of - 2
Ball State University - 1 Minnesota, University of - 1
Boston College - 1 Missouri Westerr State Co'1. - 1
California State Univ. - 2 Missouri, University of - 2
California, Univ. of - 1 Montana, University of - 1
Calvin College - 1 Montclair State College - 1
Carnegie Mellon University - 1 Morehouse College - 1
Central State University - 3 Muhlenberg College - 1
Central Wesleyan College - 1 Murray State University - 1
Cincinnati, University of - 3 Nebraska, University of - 1
Clarkson University -2 New Hampshire, Univ. of -3
Clemson University - 1 New Mexico, University of - 1
Colorado State University - 2 New York State University -2
Columbia Basin College - 1 New York, City College of - 1
Dayton, University of -5 North Carolina State Univ. - 1
Delta State University - 1 North Carolina, Univ. of - 2
East Texas State University - 1 Northern Illinois Univ. - 1
Eastern New Mexico Univ. - 1 Ohio State University -2
Fairleigh Dickinson Univ. - 1 Oklahoma State University - 1
Fayetteville State Univ. - 1 Oral Roberts University - 1
Florida Inst. of Technology - 1 Oregon Inst. of Technology - 2
Florida, University of - 1 Oregon State University - 1
Francis Marion University - 1 Pennsylvania State Univ. - 1
George Mason University - 1 Polytechnic University - 1
Georgia Inst. of Technology -2 Prairie View A&M Univ. -2
Georgia, University of - 1 Presbyterian College - 1
Gonzaga University - 1 Purdue University - 1
Hampton University - 1 Redlands, University of - 1
Illinois Inst. of Technology - 1 Rennsselaer 'olytechnic Inst - 1
Indiana University - 1 Rice University - 1
Iowa State University - 1 Rochester Inst. of Tech. - 1
Jackson State University -3 Rose-Hulman Inst. of Tech. - 1
Jacksonville State Univ. - 1 Saint Paul's College - 1
Jarvis Christian College - 1 San Francisco State Univ. - 1
Kentucky, University of - 1 Santa Clara University - 1
LaVerne, University of - 1 Southeast Oklahoma State U. - I
Louisiana State University - 2 Southern Mississippi, Univ. - 1
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LIST OF UNIVERSITIES THAT PARTICIPATED
Continued

Southern University - 2 Tuskegee University - 1
Southwest Missouri State U. - 1 Virginia Polytechnic Inst. - 1
St. Norbert College - 1 Warren Wilson College - 1
Staten Island, College of - 1 Wayne State University - 1
Syracuse University - 1 Wesleyan College - 1
Taylor University - 1 West Florida, University of - 1
Tennessee Space Inst., Univ. - 1 West Texas State Univ. - 1
Tennessee Tech. University -2 West Virginia Tech. - 1
Tennessee, University of - 1 Western Illinois University - 1
Texas A&I University - 1 Western Michigan University - 1
Texas Lutheran College - 1 Widener University - 1
Texas, University of - 4 Wilberforce University - 1
Towson State University - 1 Wisconsin-Madison, Univ. of - 1
Trinity University - 1 Wright State University - 5

Total 153
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PARTICIPANT LABORATORY ASSIGNMENT

AERO PROPULSION LABORATORY
(Vright-Patterson Air Force Base)

Dr. Suresh K. Aggarwal (1987) Dr. Arthur A. Mason (1986)
University of Illinois at Chicago University of TEnnessee Space Institute
Specialty: Aerospace Engineering Specialty: Physics

Dr. Mingking K. Chyu Dr. Douglas G. Talley
Carnegie Mellon University University of Michigan
S lci:. Heat Transfer Secialty: Combustion

Dr. Derek Dunn-Rankin Dr. Richard Tankin (1987)
University of California Northwestern University
,€ iatv Laser Diagnostics (combustion) Specialty: Mechanical Engineering

Dr. Wayne A. Eckerle Dr. Cheng-Hsiao Wu (1987)
Clarkson University University of Missouri
Specialty: Experimental Fluid Mechanics Specialty: Solid State Physics

ARMAMENT LABORATORY
(Eglin Air Force Base)

Dr. Ibrahim A. Abmad Dr. Manuel A. Huerta
Northern Illinois University University of Miami
Specialty: Statistics and Operations Specialty: Plasma Physics

Dr. Charles Bell (1987) Prof. Anastas Lazaridis
Arkansas State Univo "sity Widener University
Specialty: Mechanic: lingineering Sgecialt: Ablation, Solar Energy

Dr. Stephen J. Dow Dr. Kwang S. Min
Univ. oiAlabama in Huntsville East Texas State University
Specialty: Discrete Mathematics Specialty: Signal Processing

Dr. Joseph J Feeley (1987) Dr. Joseph J. Molitoris
University of Idaho Muhlenberg College
Suecialty: Electrical Engineering Specialty: Nuclear Physics

Prof. Wafa E. Yazigi
Columbia Basin College
Specialty: Solid Mechanics
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Harry G. Armstroug Aerospace Medical Research Laboratory
(Wright-Patterson Air Force Base)

Dr. Charles D. Covington Dr. Donald Robertson (1987)
University of Arkansas Indiana University of PA
Specialty: Digital Signal Processing Specialty: Psychology

Dr. Barry P. Goettl Dr. Joseph E. Saliba
Clemson University University of Dayton
Specialty: Engineering Psychology Specialty: Engineering Mechanics

Dr. David G. Payne Dr. Sanford S. Singer
SUNY Binghamton University of Dayton
Specilaty: Human Memory Specialty: Enzymology

ARNOLD ENGINEERING DEVELOPMENT CENTER
(Arnold Air Force Base)

Mr. Ben A. Abbott (GSRP) Prof. William M. Grissom
Vanderbilt University Morehouse College
Specialty: Electrical Engineering Specialty: Combustion Diagnostics

Dr. Eustace L. Dereniak Dr. William Sutton (1985)
University of Arizona University of Oklahoma
Specialty: Infrared Physics Specialty: Heat Transfer

Dr. Ahmad D. Vakili
Univ. of Tennessee Space Inst.
Specialty: Unsteady Flows

ASTRONAUTICS LABORATORY
(Edwards Air Force Base)

Dr. Gurbux S. Alag (1987) Dr. David W. Jensen
Western Michigan University Pennsylvania State University
Specialty: Systems Engineering S ty: Advanced Composite Materials

Dr. Clarence Calder Dr. John Kenney (1987)
Oregon State University Eastern New Mexico University
Specialty: Stress Wave Propagation Specialty: Phsyical Chemistry

Mr. David B. Chenault (GSRP) Dr. Mark A. Norris
University of Alabama Virginia Polytechnic Inst. & State Univ.
Specialty: Physics Specialty: Structural Dynamics &

Controls
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ASTRONAUTICS LABORATORY
(1 dwards Air Force Base)
(continued)

Dr. Phillip A. Christiansen Dr. Rameshwar P. Sharma
Clarkson University Western Michigan University
Specialty: Physical Chemistry Specialty: Fluid Mechanics

Dr. Susan T. Collins Dr. Siavash H. Sohrab (1986)
California State University Northwestern University
Specialty: Matrix Isolation Spectroscopy Specialty: Engineering Physics

AVIONICS LABORATORY
(Wright-Patterson Air Force Base)

Prof. William K. Curry (1987) Dr. David Hemmendinger
Rose-Hulman Inst. of Technology Wright State University
Specialty: Computer Science Specialty: Logic Programming

Dr. Gerald W. Grams Dr. Periasamy K. Rajan
Georgia Tech. Tennessee Tech. University
Specialty: Atmospheric Physics Specialty: Digital Signal Processing

Dr. Mateen M. Rizki
Wright State University
Specialty: Modeling and Simulation

ENGINEERING AND SERVICES CENTER
(Tyndall Air Force Base)

Dr. Wayne A. Charlie Dr. Peter Jeffers (1987)
Colorado State University S.U.N.Y.
Specialty: Geotechnical Engineering Specialty: Chemistry

Dr. David H. DeHeer Dr. Richard S. Myers
Calvin College Delta State University
Specialty: Molecular Biology Specialty: Experimental Physical Chem.

Dr. Deanna S. Durnford Dr. William Schulz (1987)
Colorado State University Eastern Kentucky University
Specialty: Groundwater Specialty: Chemistry

Dr. Neil J. Hutzler Dr. Dennis Truax (1987)
Michigan Tech. University Mississippi State University
Specialty: Environmental Engineering Specialty: Civil Engineering
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ELECTRONIC SYSTEMS DIVISION
(Hanscom Air Force Base)

Mr. George N. Bratton Dr. John F. Dalphin
Austin State Peay State Univ. Towson State University
Specialty: Statistics Specialty: Computer Science

Dr. Stephan Kolitz (1986)
University of Massachusetts
Specialty: Operations Reserach

FLIGHT DYNAMICS LABORATORY
(Wright-Paterson Air Force Base)

Dr. Peter J. Disimile (1986) Dr. James A. Sherwood
University of Cincinnati University of New Hampshire
Specialty: Fluid Mechanics Specialty: Solid Mechanics

Mr. Thomas Enneking (GSRP), (1987) Dr. Gary Slater (1987)
University of Notre Dame University of Cincinnati
Specialty: Civil Engineering Specialty: Aerospace Engineering

Dr. Awatef Hamed Dr. Kenneth M. Sobel
University of Cincinnati The City College of New York
Specialty: Engineering Specialty: Eigenstructure

Dr. Yulian B. Kin Dr. Forrest Thomas (1987)
Purdue University Calumet University of Montana
Specialty: Stress Analysis Specialty: Chemistry

Dr. Oliver McGee (1987) Mr. David F. Thompson (GSRP)
Ohio State University Purdue University
Specialty: Engineering Mechanics Specialty: Computer Information

Dr. William E. Wolfe
Ohio State University
Specialty: Geotechnical Engineering

FRANK J. SEILER RESERACH LABORATORY
(United States Air Froce Academy)

Dr. Richard Bertrand (1985) Dr. Tammy J. Melton
University of Colorado St. Norbert College
Specialty: NMR Spectroscopy, Atomic Spectroscopy Specialty: Inorganic Synthesis
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FRANK J. SEILER RESERACH LABORATORY
(United States Air Froce Academy)
(continued)

Dr. Dan R. Bruss Dr. Patricia L. Plummer
Albany College of Pharmacy Columbia Univ. of Missouri
Specialty: Physical Organic Chemistry Specialty: Quantum Chemistry

Dr. Charles M. Bump (1987) Dr. Howard Thompson (1987)
Hampton University Purdue University
Specialty: Organic Chemistry Specialty: Mechanical Engineering

Dr. Michael L. McKee Dr. Melvin Zandler (1987)
Auburn University Wichita State University
Specialty: Molecular Orbital Theory Specialty: Physical Chemistry

GEOPHYSICS LABORATORY
(Hanscom Air Force Base)

Dr. Lucia M. Babcock Dr. Janet U. Kozyra
Louisiana State University University of Michigan
Specialty: Gas Phase Ion-Molecule Chem. Specialty: Space Physics

Dr. Pradip M. Bakshi Dr. Steven Leon (1987)
Boston College Southeastern Massachusettes
Specialty: Quantum Theory Specialty: Mathematics

Dr. Donald F. Collins Dr. John P. McHugh
Warren Wilson College University of New Hampshire
Specialty: Optics, Image Processing Specialty: Fluid Mechanics

Dr. Lee Flippin (1987) Dr. Timothy Su (1987)
San Francisco State University Southeastern Massachusetts Univ.
Specialty: Organic Chemisty Specialty: Physical Chemistry

HUMAN RESOURCES LABORATORY
(Brooks, Williams and Wright-Patterson Air Force Base)

Dr. Ronna Dillion (1987) Dr. Jorge L. Mendoza (1986)
Southern Illinois University Texas A&M University
Specialty: Educational Psychology Specialty: Psychology

Dr. J. Kevin Ford Dr. Philip D. Olivier (1986)
Michigan State University University of Texas
Specialty: Industrial/Organ. Psychology Specialty: Electrical Engineering
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HUMAN RESOURCES LABORATORY
(Brooks, Williams and Wright-Patterson Air Force Base)
(continued)

Dr. Hugh. P. Garraway, III Dr. Mufit H. Ozden
Univ. of Southern Mississippi Miami University
Specialty: Computer Based Learning Specialty: Operations Research

Dr. Douglas E. Jackson Dr. Dharam S. Rana
Eastern New Mexico University Jackson State University
Specialty: Math/Statistical Information Specialty: Quantitative Techniques

Dr. Charles E. Lance Dr. Jonathan M. Spector
University of Georgia Jacksonville State University
Specialty: Industrial/Organizational Psy. Specialty: Logic

Dr. Thomas L. Landers Dr. Charles Wells (1987)
University of Arkansas University of Dayton
Specialty: Reliability & Maintainability Specialty: Management Science

Dr. Robert K. Young
University of Texas
Specialty: Experimental Psychology

LOGISTICS COMMAND
(Wright-Patterson Air Force Base)

Dr. Ming-Shing Hung (1986)
Kent State University
Specialty: Business Administration & Management Science

MATERIALS LABORATORY
(Wright-Patterson Air Force Base)

Dr. Bruce Craver (1987) Dr. David A. Grossie
University of Dayton Wright State University
Specialty: Physics Specialty: X-ray Crystallography

Dr. Parvis Dadras Dr. Gordon Johnson (1987)
Wright State University Walla Walla College
Specialty: Mechanics of Materials Specialty: Electrical Engineering

Dr. L. James Lee
The Ohio State University
Specialty: Polymer & Composite

Processing
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MATERIALS LABORATORY
(Wright-Patterson Air Force Base)
(continued)

Dr. Barry K. Fussell Dr. Michael Sydor
University of New Hampshire University of Minnesota
Specialty: Systems Modeling & Controls Specialty: Optics, Material Science

Dr. John W. Gilmer (1987) Dr. Richard S. Valpey
Penn State University Wilberforce University
Specialty: Physical Chemistry Specialty: Organic Synthesis

OCCUPATIONAL AND ENVIRONMENT HEALTH LABORATORY
(Brooks Air Force Base)

Dr. Steven C. Chiesa Dr. Gary R. Stevens
Santa Clara University Oklahoma State University
Specialty: Biological Waste Treatment Specialty: Stochastic Processes

Dr. Larry R. Sherman Dr. Shirley A. Williams (1986)
University of Akron Jackson State University
Specialty: Organotin Chemistry Specialty: Physiology

ROME AIR DEVELOPMENT CENTER
(Griffiss Air Force Base)

Dr. Keith A. Christianson Dr. David Sumberg (1987)
University of Maine Rochester Institute of Tech.
Specialty: Electronic Materials Specialty: Physics

Dr. Hugh K. Donaghy Dr. Donald R. Ucci
Rochester Inst. of Technology Illinois Inst. of Technology
Specialty: Natural Language Processing Specialty: Adaptive Arrays

Dr. Oleg G. Jakubowicz Dr. Peter J. Walsh
State University of New York Fairleigh Dickinson University
Specialty: Neural Nets Specialty: Superconductivity

Dr. Louis Johnson (1987) Dr. Kenneth L. Walter
Oklahoma State University Prairie View A&M University
Specialty: Electrical Engineering Specialty: Chemical Engineering Process

Dr. Samuel P. Kozaitis Dr. Gwo-Ching Wang
Florida Institute of Tech. Rensselaer Polytechnic Inst.
Specialty: Optics, Computer Architecture Specialty: Surface Sciences

xiv



SCHOOL OF AEROSPACE MEDICINE
(Brooks Air Force Base)

Dr. Ronald Bulbulian Dr. Parsottam J. Patel (1986)
University of Kentucky Meharry Medical College
Specialty: Exercise Physiology Specialty: Microbiology

Dr. John A. Burke, Jr. Dr. William Z. Plachy
Trinity University San Francisco State University
Specialty: inorganic Compounds Specialty: Physical Chemistry

Dr. Hoffman H. Chen (1986) Dr. Ralph Peters (1987)
Grambling State University Wichita State University
Specialty: Mechanical Engineering Specialty: Zoology

Dr. Frank 0. Hadlock (1986) Dr. Thomas R. Rogge
Florida Atlantic University Iowa State University
Specialty: Mathematics Specialty: Finite Element Analysis

Dr. Eric R. Johnson Prof. Sonia H. Sawtelle-Hart
Ball State University Univ. of Texas - San Antonio
Specialty: Protein Biochemistry Specialty: Exercise Physiology

Dr. Harold G. Longbotham Dr. Wesley Tanaka (1987)
Univ. of Texas - San Antonio University of Wisconsin
Specialty: Nonlinear Digital Filtering Specialty: Biochemistry

Dr. Mohammed Maleque (1987) Dr. John R. Wright
Meharry Medical College Southeast Oklahoma State Univ.
Specialty: Pharmacology Specialty: Biochemistry

WILFORD HALL MEDICAL CENTER
(Lackland Air Force Base)

Dr. David R. Cecil Dr. Donald Welch (1986)
Texas A&I University Texas A&M University
Specialty: Algebra (Finite Fields) Specialty: Microbiology

WEAPONS LABORATORY
(Kirtland Air Force Base)

Dr. Albert W. Biggs (1986) Dr. William M. Jordan
Unviersity of Alabama Lousiana Tech. University
Secialt: Electrical Engineering Specialty: Composite Materials
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WEAPONS LABORATORY
(Kirtland Air Force Base)
(continued)

Dr. Lane Clark Dr. Arkady Kheyfets
University of New Mexico North Carolina State Univ.
Specialty: Graph Theory Specialty: Mathematical Physics

Dr. David A. Dolson Dr. Barry McConnell (1987)
Murray State University Florida A&M University
Specialty: Laser Spectroscopy Specialty: Computer Science

Dr. William Wheless (1987)
New Mexico State University
Specialty: Electrical Engineering
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MINI-GRANT RESEARCH REPORTS

1988 RESEARCH INITIATION PROGRAM

Technical
Report
Number Title and Mini-Grant No. Professor

Volume I
Armament Laboratory

1 Statistical Analysis of Residual Target Dr. Ibrahim A. Ahmad
Performance and for Measures of Target
Partial Availability
Pending Approval
210-9MG-010

2 Synergistic Effects of Bomb Cratering, Dr. Charles Bell (1987)
Phase II
760-7MG-025

3 Automated Motion Parameter Determi- Dr. Stephen J. Dow
nation from an Image Sequence
210-9MG-025

4 Modeling and Simulation on Micro- Dr. Joseph J. Feeley (1987)
computers, 1989
760-7MG-070

5 Two Dimensional MHD Simulation of Dr. Manuel A. Huerta
Accelerating Arc Plasmas
210-9MG-090

6 Modeling Reactive Fragments Prof. Anastas Lazaridis
210-9MG-011

7 Target-Aerosol Discrimination for Dr. Kwang S. Min
Active Optical Proximity Sensors
210-9MG-016

8 The Dynamics of Impact Dr. Joseph J. Molitoris
210-9MG-008

9 Report Not Acceptable at this Time Prof. Wafa E. Yazigi
210-9MG-015

xviii



Arnold Engineering Development Center
10 Multigraph Kernel for Transputer Based Mr. Ben A. Abbott (GSRP)

Systems
21-9MG-087

11 MTF Studies of IR Focal Plane Arrays Dr. Eustace L. Dereniak
at Low Flux Levels
210-9MG-020

12 Droplet Size Distributic.ns and Combustion Prof. William M. Grissom
Modeling in a Pintle Injector Spray
210-9MG-069

13 Multiple Scattering in Solid Fuel Dr. William Sutton (1985)
Rocket Plumes
760-OMG-091

14 Influence of Forced Disturbances on the Dr. Abmad D. Vakili
Vortex Core and the Vortex Burst
210-9MG-056

Astronautics Laboratory
15 Large Space Structure Parameter Dr. Gurbux S. Alag (1987)

Estimation
760-7MG-042

16 Integrated Strain Measurement in Dr. Clarence Calder
Composite Members Using Embedded
Constantan Wire
Pending Approval
210-9MG-076

17 Calibration of the Infrared Spectro- Mr. David B. Chenault (GSRP)'
polarimeter
210-9MG-026

18 Computer Code to Include Core Polar- Dr. Phillip A. Christiansen
ization in Effective Potential Basis
Set Expansion Studies
210-9MG-092

19 Fluorescence Spectra of Matrix- Dr. Susan T. Collins
isolated Lithium
210-9MG-115

xix



20 Calibration of Composite-Embedded Dr. David W. Jensen
Fiber-Optic Strain Sensors
Pending Approval
210-9MG-052

21 Energy-And Time-Resolved Photophysics Dr. John Kenney (1987)
and Photochemistry of High Energy
Cryogenic Metal-Containing Rocket Fuels
760-7MG-019

22 Experimental Verification and Develop- Dr. Mark A. Norris
ment of Structural Identification
Techniques on a Grid
210-9MG-045

23 Report Not Available at this Time Dr. Rameshwar P. Sharma
210-9MG-103

24 Experimental Investigation of the Dr. Siavash H. Sohrab (1986)
Stability of Jets Near the Critical
Point
760-6MG-110

Electronics Systems Division
25 HF Network Evaluation Mr. George N. Bratton

210-9MG-012

26 Report Not Available at this Time Dr. John F. Dalphin
210-9MG-023

27 Reliability in Satellite Communication Dr. Stephan Kolitz (1986)
Networks
Pending Approval
760-6MG-094

Engineering and Services Center
28 High Intensity Compressive Stress Wave Dr. Wayne A. Charlie

Propagation Through Unsaturated Sands
210-9MG-075

29 Decontamination and Elisa Analysis Dr. David H. DeHeer
of Blood Group Substances from Human
Tissue
Pending Approval
210-9MG-112

xx



30 Estimation of Jet Fuel Contamination Dr. Deanna S. Durnford
in Soils
210-9MG-074

31 Extraction of Volatile Organic Chemicals Dr. Neil J. Hutzler
from Unsaturated Soil: Experimental
Results and Model Predictions
210-9MG-059

32 Homogeneous Hydrolysis Rate Constants Dr. Peter Jeffers (1987)
for Selected Chlorinated Methanes,
Ethanes, Ethenes, and Propanes
760-7MG-038

33 Sorption Kinetics of Volatile Organic Dr. Richard S. Myers
Compounds on Aquifer Materials
210-9MG-047

34 Report will be Submitted Under Dr. William Schulz (1987)
Mini-Grant 210-10MG-095

35 Report Not Available at this Time Dr. Dennis Truax (1987)
760-7MG-105

Volume II
Frank J. Seiler Research Laboratory

36 NMR Studies of Alkylammonium-Chlor- Dr. Richard Bertrand (1985)
oaluminate Room-Temperature Electrolytes
760-0MG-095

37 Mechanistic Studies on the Thermal Dr. Dan R. Bruss
Decomposition of NTO by High
Performance Liquid Chromatography
210-9MG-111

38 Aromatic Nitrations in Chloroaluminate Dr. Charles M. Bump (1987)
Melts
760-7MG-076

39 Calculated C-NO2 Bond Dissociation Dr. Michael L. McKee
Energies (PartI) and A MCSCF Study of
the Rearrangement of Nitromethane to
Methyl Nitrite (Part II)
210-9MG-054

40 Sodium as an Electrode for Chloroaluminate Dr. Tammy J. Melton
Melts
210-9MG-098

xxi



41 Report Not Available at this Time Dr. Patricia L. Plummer
210-9MG-097

42 Transient Shock Waves in a Mach 3 Flow Dr. Howard Thompson (1987)
760-7MG-071

43 Ab-initio and Semi-Empirical Molecular Dr. Melvin Zandler (1987)
Orbital Studies of Energetic Materials
(Nitrogen Heterocyclics) and Polymers
760-7MG-092

Geophysics Laboratory
44 Radiative Association in Ion-Molecule Dr. Lucia M. Babcock

Reactions: Reactions of Some Carbon
Cations
210-9MG-086

45 Impulse Approximation Fromalism for Dr. Pradip M. Bakshi
Atom Molecule Collisions
210-9MG-109

46 Stellar Photometry, Vehicle Glow, and Dr. Donald F. Collins
Advanced Image Analysis
210-9MG-100
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Audi tory Model ing

by

C. David Covington

ABSTRACT

Payton 1J. Acoust. Soc. Am. 83, 145-162, (1988)] and Lyon and Mead

IIEEE Trans. Acoust., Speech, Signal Processing, vol. ASSP-36, pp.

1119-1134, July 19881 have constructed auditory models based on two

entirely different assumptions regarding the behavior of biological

auditory systems. Payton incorporated model components from a variety

of sources in order to create a complete auditory model predicting

neural firing rates based on a pressure wave input at the tympanic

membrane. In particular, Payton called upon basilar membrane modeling

by Allen and Sondhi. We have reimplemented the middle ear, basilar

membrane, and response sharpening filter models from Payton in previous

work. Lyon and Mead proposed a cascade of 480 analog second order

filters on a single integrated circuit as means of modeling the

behavior of waves on the basilar membrane. In this report we transform

the specifications given by Lyon and Mead for an analog electronic

cochlea into an approximate equivalent discrete model. We then compare

the resulting magnitude and phase responses at 20 membrane locations.

We compare the discretized Lyon-Mead model first with published

behavior of the analog Lyon-Mead model and then with responses we

observed for the Payton model.
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I. INTRODUCTION

In order to better understand how humans process acoustical signals in

the process we call hearing, researchers over the years have studied

the results of medical experiments on human and animal auditory

systems. Using the results of such investigations, they have proposed

increasingly effective models which predict acoustical and neural

activity at various points along the hearing apparatus. These models

offer hope of revealing the underlying processes involved in the

various auditory subsystems.

Two auditory components have received a great deal of attention in

recent years, specifically the basilar membrane and hair cell systems.

This research focuses primarily on the behavior of the basilar

membrane. Some models however incorporate adaptive effects in the

inner and/or outer hair cells in order to account for the shape of

tuning curves and observed time constants for transient inputs.

The inclusion of adaptive amplification phenomena gives cochlear

modeling a new appeal as means to improved speech processing and

represents acoustical transformations in the inner ear that cannot be

adequately captured in fixed coefficient filter bank models. In

general, speech recognition developments should benefit significantly

from insights gained from the analysis of both time proven and novel

cochlear models.
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This research compares the published work of Payton 1161 and Lyon and

Mend [111. The two models proposed rest on substantially different

assumptions however regarding the propagation of waves in the cochlea.

The first model by Payton assumes that all adaptive behavior resides

entirely in the hair cell transduction mechanisms or at least that

adaptation can be adequately represented in the hair cell model only.

In order to accomodate the apparent narrowly tuned response at a

particular place along the basilar membrane, Payton incorporated a

second order response sharpening filter at each membrane tap of

interest.

The second model by Lyon and Mead departs from this thinking, using

broadly tuned filter sections and explains the peak sharpening by

incorporating an adaptive level-dependent negative damping phenomena.

This negative damping takes place at the outer hair cells where a hair

fiber deflection is accompanied by a reinforcing pull in the direction

of motion. This reinforcement adds energy to the wave traveling along

the membrane and increases the effective Q of a local section of the

membrane. Lyon and Mead consider the basilar membrane as a nonuniform

transmission line which can be modeled as a cascade of filters each

representing a small section of the membrane.

This report briefly reviews the mathematics underlying each of the

models investigated and discusses the details of computer

implementations of the two models. Extensive discussions and figures

are given which describe the output of the two auditory models when the

input is an impulse.
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II. OBJECTIVES OF THE RESEARCH EFFORT

In our Summer Faculty Research appointment [71, we ported two auditory

models to the Symbolics lisp machines in the Biodynamics/Bioacoustics

laboratory. Specificaiiy we installed the Spire resident SAM system

by Seneff of MIT and converted the FORTRAN based system written by

Payton to run on the Symbolics as well. The objective of this

research effort was to extend this effort to the model by Lyon and

Mead and compare and contrast simulation results between the models.

In particular we concentrated on comparing the Payton and Lyon-Mead

models.

Of particular interest was the impulse response at selected locations

along the basilar membrane. We then proposed to perform Fourier

analysis of the impulse responses in order to compare magnitude and

phase responses in the frequency domain. This could then be related

to published results for a variety of auditory models, particularly

the models by Allen and Sondhi.

III. TIlE PAYTON MODEL

Payton 115,161 constructed a model of the entire auditory periphery

using previously developed models to simulate the individual

subsystems: middle ear (Guinan and Peake 181), basilar membrane (Allen

and Sondhi 121), and hair-cell transduction (Brachman [61).
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Specifically regarding the cochlear model, the system simulates basilar

membrane mechanics based on the numerical solution of a differential

equation relating membrane displacement to stapes velocity, membrane

compliance, and membrane damping. For purposes of analyzing the

behavior of the model up to the membrane/hair-cell level, we have

included the response sharpening filter model but not the hair cell

transduction model. This facilitates comparison with the Lyon-Mead

model described in the next section.

Payton in the introduction of 1161 comments on the limitations of

linear filter models: "Using vowels as stimuli, Sinex and Geisler

(1984) compared the predicted responses of linear filters, designed to

match threshold tuning curves, with those of auditory-nerve fibers.

Their results indicated that, although linear filters were able to

predict some features in neural responses, they were unable to predict

significant neural response characteristics." Payton indicates that

this shortcoming should be addressed by adding a nonlinear synaptic

mechanism.

The middle ear model consists of an analog linear filter with one zero

at the origin and four broadly tuned poles. This creates a transfer

function with a 6dB/octave rise up to 1100Hz, a 6dB/octave fall between

11001Hz and 94001iz, and an 18dB/octave rolloff above 94001Hz. This

serves to remove DC and high frqunc es from the model wh:ch improves

the numerical simulation.

Payton used the basilar membrane model described in Allen Ill and Allen
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w4

and Sondhi 121 which solves the membrane plate equation

0

b(x,t) = -ID zr'4 /w4 (x)I .(x,t) - R(x)(x,t) - 2(L-Ixl)pi2(t) (1)

where (x,t) is membrane displacement, x is the distance along the

membrane, D Zr4 /w4 (x)=K(x) is the membrane compliance, R(x) is the

membrane damping term, L is the length of the membrane, p is the fluid
4,

density, and 12 is the stapes velocity. Then the acceleration of the '4

membrane at a particular location is given by

.. 4

I Fib(x,t 0o_ (x,t o0) = F-  tQW1 2
I. FIQ(x) I J

from which we can derive membrane displacement with a double time

integration. Q(x) represents the boundary conditions. Allen and

Sondhi compute the solution in the spacial frequency domain using

forward and inverse fast Fourier transforms (FFTs) as shown in (2).

In order to match physiological data, Payton incorporated a second

order sharpening mechanism normally presumed to describe a tectorial

membrane resonance 1211. The sharpening mechanism is described by a

two-pole, two-zero filter which has coefficients "chosen to provide

qualitative fits to published neural tuning curves (Kiang et. al.,

1965; Allen 1983)."

.4

Catenating the middle ear, basilar membrane, and sharpening mechanism

models gives a system which we characterize as a bank of linear

filters. Each filter then has an impulse response with associated

magnitude and phase frequency responses. Figure 1(a) shows a typical

impulse response of the Payton membrane model corresponding to a
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pseudoresonance frequency of about 700011z. The narrow bandwidth causes

the large number of oscillations at the center frequency of the filter.

The response also indicates a group delay of approximately 0.8ms.

Figure 2(a) shows the impulse response for a location on the basilar

membrane corresponding to a pseudoresonance frequency of about 21001tz.

The group delay for this response appears to be about 1.8ms.

IV. THE LYON-MEAD MODEL

Lyon and Mead 111,121 have interpreted the basilar membrane as a

nonuniform transmission line with adaptive active undamping. In this

model, the membrane is divided along its length into a cascade of 480

short sections each of uniform characteristic impedance. The signal at

any point in the model represents an acoustical pressure wave. Each

section is then modeled by a simple second order, two-pole analog

lowpass filter with cutoff frequencies starting at 20kllz for the first

section and logarithmically dropping to 20Hz for the last section.

The Q of the filters can be varied such that the peak amplitude

response of a given filter will vary from 0dB to about +1dB from the DC

response. A cascade of such filters reinforces the peak up beyond

+10dB to a level dependent upon the Q value selected. The

reinforcement ceases when successive filters have shifted their cutoff

frequency below the frequency of measurement, at which time all

successive filters attenuate the signal each at a 6dB/octave rate

giving rise to the sharp cutoff observed in physiological membrane
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measurements.

Lyon and Mead have departed from the philosophy that the sharp

resonances observed in basilar membrane responses should be modeled by

a linear fiilter sharpening model. They note that this phenomena call be

explained by using a very broadly tuned membrane model but allowing the

Q of the model to adapt with signal level. Payton touted nonlinear

synaptic mechanisms as the way to improved auditory modeling. Lyon and

Mead fit biological data not with a nonlinear model, but with an

adaptive linear model. The Lyon-Mead model a.§sumes an actively
A

amplifying membrane which potentially can adapt to the signal level at

all points along the basilar membrane.

Allen 151 comments in reference to multidimensional differential

equation models of the basilar membrane system, "more time is needed to

fully evaluate the significance of these more complicated calculations

and models, but it presently appears that they do not close the gap, as

was originally hoped, between the mechanical model and neural

measurements of cochlear frequency response. Thus the most important A

problem which remains unsolved in cochlear theory is explaining the

sharpness of tuning of the neural response." Allen then advances two

theories, the tectorial resonance theory (Zwislocki 1979; Allen 1980) 4

and the active undamping theory (Neely and Kim 1983; Neely 1981).

The problem with fitting neural tuning curves arises from the

measurement techniques involved. A nerve fiber in the auditory system

responds to stimulus level in a very nonlinear way. In addition the
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characteristics of neural responses limit the dynamic range to 10-15dB

in terms of the neural firing rate. The actual range depends onl the

stimulus level which affects neural sensitivity.

In order to counteract this effect, researchers create neural tuning

curves using an iso-output strategy. Instead of maintaining the input

level constant while varying the input frequency, they adjust the input

level so as to maintain a constant output level. The curve

representing the input level as a function of frequency indicates the

selectivity of the system from tympanic membrane to nerve fiber. The

problem arises in the fact that the input level is allowed to vary.

According to the active undamping theory, this invokes adaptive

mechanisms on the basilar membrane which make small changes in the Q

for each local section. The overall effect however is quite lyronounced

-due to the gain multiplying effect discussed previously. This gives

the appearance of sharply tuned resonances on the basilar membrane.

V. DISCRETIZING THE LYON-MEAD MODEL

-J

In order to execute the Lyon-Mead model on a digital computer it is

necessary to transform the analog model into an equivalent digital

form. This cannot be done exactly except as the sampling frequency

approaches infinity. We have chosen the sampling rate to be 160k1lz

which is enough higher than the highest frequency component to yield

results very close to those reported for the analog model. This

particular frequency is also the sampling frequency chosen by Payton
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Figure 3(n). Prototype analog second order section or the Lyon-Mand
model with corresponding analog trasfer function. This is a

simp~lified version or rigurc 7 in 1101 With GI=42=1. (,'=G3 can then
vary between 0 and 2 with stable results.

x(n)

+A

Figure 3(b). Prototype dligital second order section of the Lyon-Mend

model. The values or the constants are given by (6). Note the

built-in unit delay.
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and thus represents a natural choice to facilitate comparison.

In the interest of maintaining the characteristics of the analog

Lyon-Mend model as closely as possible, we have selected the impulse

invariant technique 19,171 to convert the analog impulse response into

an equivalent digital response. This maintains a linear frequency

relationship between the analog and digital models. The bilinear

transform is used extensively since it will not alias filter responses.

llowever it distorts the frequency axis to accomodate the finite digital

frequency range. In addition, the bilinear transform will generate two

additional transmission zeros at z=-1 as part of the frequency warping.

All

This creates the need for one more multiplication and two more

additions per section. The sampling rate could be lowered for the

bilinear transform though, so there is a tradeoff to be investigated.

We chose the impulse invariant technique to match the analog Lyon-Mead

model as closely as possible even though it takes longer to execute.

Lyon uses a simple two-pole lowpass filter to model each membrane

section. The transfer function selected is

, T2 S2 + I/Q rs + 1

|- where Q is the quality factor and r is the reciprocal of the cutoff

frequency in radians per second. Figure 3(a) depicts the flow graph

-section corresponding to this transfer function. To discretize this

transfer function using the impulse invariant technique, we separate

H(s) into a sum of two separate one-pole systems using the partial
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fraction expansion

1 O

lI(s) = 2 2 2 1 7
r 2s 2+2(1-a)rs+1

i 1 1 14
- - (4)

2 ~ 22
2rV2a-a2  s-la/r+1/r+(jlr)V/2c- a s-a/r+1r-(j/r)/2a-ocrj.

Each single pole function in the analog domain can then be translated

into an equivalent discrete transfer function having impulse response

samples identical to samples of the analog impulse response, hence the 1

name impulse invariant transformation. Each pole of the form

1 4A

s-a

is then replaced with the z-domain transfer function

1

(5)
laTz-1

1-e aTz -i

Each single-pole function is a simple exponential and can be added to

form H(z). It is also necessary to multiply by T in order to equate

frequency responses instead of impulse responses. Adding the z-domain

poles for our transfer function results in

r 1
l(z) = Tj [

2rV22a-a 2  1-alr-lr-(j /r)O2aoa2]Tz1

1

(6)

1-e[a/r-1/r+(j/r)2a-2]T 
z-i

103-18



After simplification we have a digital transfer function of the form

k-1

H(z) 1 - (7)
1-2rcos0z +r z

where r = exp(-T/2Qr)

T
0= T

r V1 - 1/4Q2

r = 1/27rf 0

T r sin 0

ki =

r V- 1/4Q'

Figure 3(b) depicts the flow graph section corresponding to the

discretized model.

I
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Table I. Lyon-Mead model membrane tap locations in terms of filter

section index (corresponding to membrane place) and pseudoresonance

frequency. This Lyon-Mead model implementation contains 480 sections

as (lid the CMOS integrated circuit built by Lyon and Mead.

4

Lyon-Mead section cutoff

tap number index frequency

in Hertz

0 73 6979 first tap

1 83 6042

2 94 5155

3 104 4463

4 115 3808

5 125 3297

6 135 2854

7 146 2435

8 156 2108

9 167 1799

10 177 1557

11 188 1329

12 198 1150

13 209 981

14 219 850

15 229 735

16 240 627

17 250 543

18 261 463

19 271 401 last tap

0 -4
f -4
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Table I gives the frequencies corresponding to the 20 membrane Laps

chosen to agree with the frequencies selected by Payton in her model.

Once the signal has propagated to the first tap at section 79, the

effect of cumulative gains and losses has nearly achieved steady state.

Prior to this tap a gain accumulating processs takes place. Careful

inspection of figure 3(b) indicates a small rise from the earliest tap

(highest frequency) to the remaining taps (lower frequencies).

VI. SIMULATION RESULTS

Figures I(b) and 2(b) depict the impulse response of the Lyon-Mead

model for the same pseudoresonance frequencies of 70001Hz and 210011z

used to analyze the Payton model in figures 1(a) and 2(a). The number

of significant cycles drops from more than 10 down to 3 or 4. This

indicates a substantial decrease in the Q of the system. Bear in mind

that the Lyon model recovers the apparent narrow tuning by adapting the

Q of each section with signal level.
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Table I. Filter group delays for the Payton and Lyon-Mead models aL

7000Hz and 210011z in time and phase. Physiological data by Rhode

indicates that 9w is a typical total phase at pseudoresonance.

frequency Payton Model Lyon-Mead Model

seconds radians seconds radians

at 7000Hz 0.8ms 11.2r 1.6ms 22.4?r

at 2100z 1.8ms 7.5Or 7.2ms 30.27r

Note that the group delay of the membrane taps has increased greatly.

The delay for figures 1(b) and 2(b) appear to be about 1.6ms and 7.2ms

rpspectively. Comparing to the results for figures l(a) and 2(a), this

represents a factor of 2-4 increase. Table II compares the time delays

of the two models at these two taps in seconds and radians. The delays

computed here for the Lyon-Mead model agree with the delays observed in

figure 15 in Lyon and Mead [ill.

According to Allen Ill in reference to Rhode the target phase is around

97r. Thus the Payton model comes closer to the physiological phase data

than the Lyon model. This poses no great threat to the digital

Lyon-Mend model since the delay incurred in each section can be easily

adjusted. Specifically, one could increase or decrease the output

phase by systematically reconnecting some of the output connections.

Normally the output is attached between the two filter delays blocks in
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figure 3(b). Attaching the output before (after) the delays will

decrease (increase) the phase at successive taps.

The Payton model incorporates static narrow tuning whereas the

Lyon-Mead model relies on dynamic adaptive Q. As a result, the

magnitude and phase responses of the two models produce widely varying

bandwidth effects. Figure 4(a) shows a composite of 20 magnitude

frequency responses for the Payton model with the membrane taps chosen

to agree with the taps selected by Payton for her research. figure

4(b) shows the same collection of reponses for the Lyon-Mead model for

the same pseudofrequencies as in the Payton model. The Lyon-Mead

response looks broader even though the vertical axis spans twice as

far. The Q value of 0.8 is slightly greater than the passive threshold

of 0.7071 and yields peak gains in the +10 to +15dB range. By

definition the Payton model is passive.

Refer to figures 5(a) and 5(b) to compare phase responses of the two

models. Some of the lower frequency curves are erratic due to the

limited performance of automatic phase unwrapping. In spite of this

and the slight difference in scale, it is apparent that the Lyon-Mead

model demonstrates much greater phase delay than the Payton model in

particular and most of the simulations available in the literature in

general.

Figure 6 shows an overlay of the magnitude and phase responses of the

Lyon-Mead model with the model Q varying from 0.7 t 0.9. The phase

characteristic does not change much but the effect on the magnitude is
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dramatic. A line is draw in at the 97r level suggested by Allen in Ill.

The Lyon-Mend model clearly exceeds this phase at pseudoresonance.

Note also that the peak frequency increases with increasing Q.

Fitting the Lyon-Mead model to physiological data consists of

determining an appropriate Q-adaptation scheme. Lyon shows the results

of one possible adaptation strategy as figure 4 in 1lii where the Q

varies from 0.7 to 0.9 as a function of frequency because the level is

a function of frequency. Unfortunately the method used was not given

so we cannot reproduce this figure for the digital model for

verification.

Computation of complex digital models with a sample rate of 160kHz

consumes vast amounts of computer time during simulation runs. In

ordr to speed up the system, the input could be lowpass filtered to

20kHz or lower before sending it into the cascade. This would permit

the use of a lower sampling rate, but we would have to transform filth"

coefficients to accomodate the lower sample rate. IHere the bilinear

would be more attractive since frequency aliasing would occur if the

sample rate is too low when using the impulse invariant technique.

This down-sampling process could be continued at key points along the

cascade. The frequency characteristics of the membrane model include a

sharp cutoff since each preceding filter attenuates frequencies above

cutoff at a 6dB/octave slope. Once enough filters have processed the

signal with successively lower cutoff frequencies, the signal can be

decimated by a factor of two. This process can be repeated every
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octave along the cascade to create lower and lower sampling rates as

the filter cutoff frequencies tend toward the 20Hz lower limit. This

downsampling is subject to the same aliasing or frequency distortion

problems in choosing the initial sampling rate.

Table III. Multirate strategy to accomplish a computational speedup

for the Lyon-Mead model and comparison with two fixed sample rate

strategies.

Lyon-Mead sample rate sections per second

section index in Hertz to compute

0-58 40,000 59x40000 = 2360000

59-106 20,000 48x20000 = 960000

107-154 10,000 48x10000 = 480000

155-202 5,000 48x5000 = 240000

203-250 2,500 48x2500 = 120000

251-298 1,250 48x1250 = 60000

299-346 625 48x625 = 30000

347-394 312.5 48x312.5 = 15000

395-442 156.25 48x156.25 = 7500

443-479 78.125 37x78.125 = 2891

TOTAL = 4.275x106

TOTAL AT 40kHz = 480x40000 = 19.2x106

'fYPAL AT 160kHz = 480x160000 = 76.8x106
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Table III indicates one possible downsampi ing strategy and the

corresponding improvement in execution speed. As it stands, the

digital Lyon-Mead model completes 8192 samples through each of 480

sections in about one hour of execution time on our Texas Instruments

Explorer I lisp machine. As indicated by Table III, a factor of 18

improvement results from downsampling bringing the lisp-based system to

within a factor of 4000 of real-time execution.

The digital Lyon-Mead model could be partitioned into a number of

cascade segments, each of which could be executed in real time. With a

processor executing five million operations per second, each section

would take about one microsecond to compute. Using the total number of

sections to compute given by Table III for the decimation strategy

gives a total number of processors of 5*4.275x106 /5x10 6 = 4.275. Note

that the highest frequency sections 0-58 represent 55% of the

computational burden. Suitable processors exist in boidh fixed point

and floating point formats.

VII. RECOMMENDATIONS

After considering the differences between the Payton and Lyon-.Mead

models, it becomes apparent that the adaptive, active undamping concept

has great potential to explain the apparent narrowly tuned neural

response peaks based on iso-output measurement techniques. The models

cannot be directly compared as they have been constructed under

disparate assumptions of the underlying mechanisms in the auditory
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process. This results in significantly different signals on the

basilar membrane which is the focus of attention for this study.

In this research we have made no attempt to create an adaptive

Lyon-Mead model. Indeed at this time, Lyon and Mead have not reported

on an adaptive implementation except for figure 4 of 1i11.

The next logical step in this research is to add an adaptation scheme

so as to more realistically simulate the auditory system. This would

necessarily require a review of the literature to obtain a body of data

characterizing the adaptive behavior of the auditory system.

Measurement techniques would have to be taken into account: iso-output,

steady-state input, pulsed input, etc. Thus a review of the

physiological literature is in order to assertain details about the

Pxt(,Wt and timing of observable adaptation mechanisms. Static and

dynamic adaptation mechanisms need to be distinguished.

A smaller step for research would be to rework the model using the

bilinear transform and analyze the distortions created in the frequency

responses. The success of this study would permit the lower sampling

rates suggested in Table III. This would accelerate the research

simulation model and move us closer to a real-time implementation.

Perhaps a real-time digital cochlea will offer the repeatability and

flexibility required for the front end of speech processing systems.

Timothy R. Anderson of the Biodynamies/Bioacoustics Laboratory will

maintain a copy of the latest software used in the models reported
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herein. For the sake of brevity, computer listings will not be

included in this final report. All software wvas written in Commonlisp

and requires no additional software products to execute.
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ABSTRACT

Two experiments are reported that further research on
tracking strategies. In Experiment 1 subjects perform a
Sternberg memory search task concurrently with a tracking
task. Central processing demands of both tasks as well as
response demands of the Sternberg task are manipulated.
Results suggest that strategies place equivalent demands
on response related resources. Experiment 2 investigated
possible demand characteristics of an optimum-maximum
procedure (Navon, 1985). On-line feedback was varied
between groups of subjects. In spite of small group
differences no effects of feedback were obtained.
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Assessing the Cognitive Demands

of Tracking Strategies

Barry P. Goettl

Clemson University

1. INTRODUCTION

1.1. Problem Statement

Throughout the course of a mission the number of

concurrent activities performed by the pilot greatly varies;

so too do the cognitive demands. To insure that the

cognitive demands placed on the pilot do not exceed the

pilot's processing capacity, it is important to understand

human cognitive processing capabilities and limitations.

The most important task faced by the pilot is maintaining

control of the aircraft. Thus, it is important to

understand the cognitive demands of this task.

Evidence suggests that the demands of maneuvering the

aircraft change over the course of the mission. For

example, during landings, it is vitally important to

maintain the proper glide path. Precision is required to

insure safety, thus, cognitive demands are high. However,

during straight and level flight, it is often not crucial to

maintain the command flight path. The task of controlling

the aircraft is less demanding and more effort can be
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devoted to other mission-oriented tasks. Human operators

may deal with the changing demands of the flight task by

employing different control strategies.

When controlling a system having higher-order dynamics,

such as an aircraft, the operator has two different

strategies available: a continuous strategy and a double-

impulse strategy. The goals of the continuous strategy are

to minimize deviations while maintaining a smooth ride. The

continuous strategy is described by linear models of manual

control. These descriptive models assume the operator

perceives a continuous input display and translates it into

a continuous force exerted on a control stick to produce

analog stick deflections (Young and Miery, 1965). In

mathematical terms, the human is assumed to generate linear

output in controlling the system.

The double-impulse strategy derives its name from the

large non-linear stick deflections characteristic of this

strategy. The major goal of the double-impulse strategy is

to minimize errors as rapidly as possible. This is

accomplished by applying maximum velocity and acceleration

to the system. Unlike the smooth linear control of the

continuous strategy, stick manipulation with the double-

impulse strategy is characterized by maximum stick

deflections in one direction followed by full deflections in

the opposite direction. Because of this non-linear

characteristic it is often referred to as "bang-bang"
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control.

The continuous strategy emphasizes a smooth ride and is

typical of straight and level flight where maintaining the

command flight path is not critical to accomplishing the

mission. With the double-impulse strategy, deviations are

reduced quickly but at the cost of comfort and increased

potential for over-correction. However, because it

emphasizes rapid error correction, the double-impulse

strategy is characteristic of landings where the glide path

must be precisely maintained.

Since these different strategies are available to the

pilot, it is important to determine the cognitive demands of

each. If the strategies place different cognitive demands

on the pilot, then the amount of cognitive effort available

for other tasks will be a function of the strategy being

used. Knowing the demands of each strategy and the

conditions under which each is likely to be used, the system

designer can determine when task aids are needed and what

type of aid will be most helpful. Knowledge of the

processing demands of strategies can also indicate how the

operator is overloaded and can suggest ways of reducing the

load. Finally, knowledge about strategies can aid in

training new operators how and when to use the strategies.

The present project continued earlier research

assessing the cognitive demands associated with the

different strategies of control (Goettl, 1988; Wickens &
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Goettl, 1985). The goal of the project was to determine the

quantitative as well as qualitative processing demands of

each strategy. It is not only important to know that the

two strategies differ in cognitive demands, but how they

differ. Such knowledge will help determine when aids are

needed and what form they should take.

1.2. Background and Rationale

Evidence suggests that the double-impulse strategy and

the continuous strategies do indeed differ in cognitive

demands. Such evidence is provided by laboratory

observations, mathematical computation, and performance

data. Smith (1962) and Wilde and Westcott (1962) have

observed that non-linear control is typical in tracking

tasks requiring acceleration compensation or when lead time

consta.nts exceed five seconds. These observations suggest

that humans adopt the double-impulse strategy as a result of

cognitive or performance limitations. This conclusion

implies that the double-impulse strategy is less cognitively

demanding or that it demands a different form of processing.

Young and Miery (1965) demonstrated the superiority of

a pulse-type (on-off) controller over a continuous

controller for certain high-order control tasks. They

suggest that the superiority of pulse-type controllers for

systems with higher-order dynamic, as well as the preference

for the double-impulse strategy, reflects human limitations

in performing the cognitive computations required of such

104-8



systems. The use of a continuous strategy in the control of

a high-order system requires computation of the time

integral of the control response. Such computation is

avoided by a pulse-type controller or by adopting the

double-impulse strategy with a continuous controller. Young

and Miery illustrate that with the double-impulse strategy,

the operator need only keep track of the total time a force

is applied (i.e. how long a joystick is deflected). Thus,

the double-impulse strategy seems to be adopted because of

its relative computational ease.

Similarly, Hess (1979) showed that a "dual-loop" model

of control (Hess, 1978) offers a rationale for the double-

impulse strategy in higher-order systems. One of the basic

assumptions of the model is that the human operator attempts

to reduce the mental computations and, therefore, the

cognitive load of integration. This reduction in

computational load, assumed to be accomplished by generating

control forces that are easily integrated, is represented in

the model as a two-parameter non-linear element. The model

can produce control force histories that are qualitatively

similar to those produced by humans using a pulse-type

controller.

This evidence demonstrates the mathematical differences

between the two strategies and provides a rationale for the

double-impulse strategy. The evidence also suggests that

the cognitive load of the double-impulse strategy is lower
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than that of the continuous strategy. However, questions

concerning the psychological significance of the different

strategies remain. These questions pertain to the cognitive

processes associated with the different strategies. Is the

double-impulse strategy less cognitively demanding than the

continuous strategy? Are there qualitative differences in

the processing demands, or are the differences strictly

quantitative? These important questions must be answered

through performance evaluation.

1.3. A Model for Assessing Resource Demands

To understand the different types of processing demands

that could be placed on the human operator a model of human

attention is necessary. Resource models of human attention

are useful in describing such processing demands (Kahneman,

1973; Norman & Bobrow, 1975; Wickens, 1980, 1984). Modeling

attention in terms of resources implies that a limited

amount of processing capacity is available for performing

any given task. The amount of processing demanded by the

task is infiuenced by task difficulty, or the amount of

effort required by the task. Concurrently performed tasks

compete for the limited resources.

Wickens (1980) reviewed dual task literature, and

developed a multiple resourcces model of attention that

defines processing resources along three dimensions:

modality, code of procefssing, and stage of processing.

InpL, -dality refers to source of the information. The two
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primary sources of information are the visual system and the

auditory system. Processing code refers to how the

information is processed. Spatial information is

distinguished from verbal information. Manual responses are

distinguished from verbal responses. Finally, stage refers

to the sequential nature of processing. Early processing

stages (i.e. perception and central processing), are

distinct from later stages of response execution.

Wickens' (1980) model assumes that only tasks demanding

similar resources will compete for resources. The more two

tasks overlap in terms of resource demands, the more they

will compete. As a result of resource competition,

concurrent performance will decline and resources may be

traded between tasks resulting in performance "trade-offs."

When tasks demand different resources, concurrent

performance is good and the tasks do not trade-off.

Wickens' model can be used to reveal both quantitative and

qualitative differences in the processing demands of the

different tracking strategies.

1.4. Dual Task MethodoloQy

Using Wickens' (1980) multiple resource model, dual-

task methodology can be used to assess the cognitive demands

of various tasks. In this technique, the task to be
assessed, called the primary task, is performed in dual-task

configurations (i.e., performed concurrently) with one or

more secondary tasks, the processing demands of which are



known. Performance measures determine the nature and extent

of processing required by the primary task. The extent of

dual-task interference and the specific patterns of

interference and trade-offs reveal the nature of the

resource demands, as the following example illustrates.

Consider the situation of attempting to determine the

nature of the cognitive demands of Task X using the dual task

procedure. Task X would be paired with different secondary

tasks such as a spatial task (Task S), and a verbal task

(Task V). Sometimes, subjects are asked to perform each dual

task combination while varying their resource allocation

policy. That is, subjects would be asked to devote specific

amounts of processing resources to each task (e.g. 70% to

Task X and 30% to Task S). Across trials the amount of

processing resources devoted to Task X and Task S are varied

(e.g. 90%/10%, 70%/30%, 50%/50%, 30%/70%, 10%/90%).

Performance is evaluated by plotting primary task

performance (Task X) against secondary task performance

(Task S and Task V). This plot is referred to as a

performance operating characteristic (POC) curve. Figure 1

shows two theoretical POC curves. If the tasks demand

similar resources, the pattern of results in Figure la is

predicted. Dual-task performance of Task X declines

relative to the single task level (shown on the vertical

axis), performance on the two tasks trades-off as resources

are shifted from one task to the other and as the
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Figure 1. Hypothetical Performance Operating Characteristic

(POC) curves showing results predicted for task pairs

that demand (a) similar resources, and (b) different

resources.
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difficulty of Task S increases, and performance on S is

maintained, performance on Task X decreases. The more

difficult version of Task S is assumed to demand more

resources and to draw them away from Task X.

Figure lb depicts the data predicted when tasks demand

different resources. Notice that none of the effects

discussed above are predicted for tasks having different

resource demands; (1) there is no single to dual task

decrement, (2) tasks do not tradeoff as resource allocation

is changed, (3) the performance on one task is not

influenced by difficulty of the concurrent task.

1.5. Theoretical Criticisms

Navon (1984, 1985) has criticized dual task methodology

in general and Wickens' mL-tiple resource theory in

particular. One of Navon's criticisms is that performance

trade-offs resulting from resource allocation instructions

may result not from re-allocation of shared resources but

from demand characteristics. Navon claims that when

subjects are instructed to "devote 70% of your reso'irces to

task A, and 30% to task B," they interpret this to mean

"score well on task A and poorly on task B." The argument

is over whether subjects actually re-allocate their

resources or simply adjust their performance on both tasks

to match the implied performance demands made by the

experimenter.

To remove this type of demand characteristic, Navon
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(1984) proposed an "Optimum-Maximum" procedure for dual task

experiments. With this procedure, a specific performance

level is requested for only one task, the optimized task.

Subjects must perform the optimized task at the specified

level (e.g. 70%). The other task, the maximized task, is to

be performed as well as possible. The critical difference

between this procedure and the conventional procedure is that

a performance criterion is specified only for one task. The

subject is instructed to devote all resources not allocated

to the optimized task to the maximized task so as to

"maximize" performance on it.

Navon (1985) compared the optimum-maximum procedure with

the conventional resource allocation instructions to

determine the extent to which demand characteristics account

for performance data. Subjects performed two verbal tasks

concurrently as resource allocation was manipulated using

either one of the two resource allocation procedures. One

task was a digit classification task, the other was a letter

classification task. Both tasks demand verbal resources and

would be predicted to show performance trade-offs by Wickens'

model. However, performance trade-offs were obtained only

when the conventional instructions (e.g. 70,130) were used,

not when the optimum-maximum procedure was used. This result

was interpreted as support for the argument that the

conventional instructions impose strong demand

characteristics that result in the observed trade-offs.
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There are, however, several problems with Navon's (1985)

experiment. First, single task performance was not gathered,

so dual task performance cannot be thoroughly evaluated.

Second, both tasks used were discrete in nature. Discrete

tasks may allow, or even encourage, attention to be switched

between tasks with no resulting performance decrements.

Therefore, they may not be ideal for testing resource trade-

offs (Wickens, Webb, & Fracker, 1987). Finally, the

optimum-maximum procedure requires on-line feedback. The

subjects must monitor their own performance continuously

(through 2 on-line feedback displays) to insu:e they are

performing at the proper level. This additional task

imposes its own resource demands and may interfere with

assessment of the demands of the primary task. Thus,

although Navon's data seem to support his arguments, they

can not be viewed uncritically. Navon's criticisms question

dual-task methodology and the results obtained from such

research. Therefore, Navon's method must be empirically

investigated.

1.6. Overview of Experiments

Earlier research on tracking strategies served as the

impetus for the current research. Wickens and Goettl (1985)

examined the processing demands of tracking strategies using

the dual-task methodology. In their experiment subjects

performed a tracking task concurrently with a Sternberg

memory search task. Subjects used the continuous strategy
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on half the trials and the double-impulse strategy on the

other half of the trials. Wickens and Goettl varied the

structure of the Sternberg task in an attempt to determine

processing demands via resource competition. Four variants

of the Sternberg memory task were employed: visual-verbal,

auditory-verbal, visual-spatial, and auditory-spatial.

Performance with the continuous strategy was not

effected by the structure of the Sternberg task, but

performance with the double-impulse strategy was effected by

the Sternberg task input modality. When employing the

double-impulse strategy, dual task decrements were small

when tracking was paired with an auditory Sternberg task and

larger when paired with visual Sternberg tas -s. This result

suggested that the double-impulse strategy demands more

perceptual or central processing resources than does the

continuous strategy. These results were somewhat unexpected

because other research suggested that the continuous

strategy demands more central processing than the double-

impulse (Smith, 1962; Wilde & Wescott, 1962; Young & Miery,

1965).

Research conducted on the principle investigator's

Summer Faculty Research Project (Goettl, 1988) further

contributed to the inconsistency. In that experiment,

subjects performed two tracking tasks concurrently. The

cognitive load of one task was manipulated while subjects

used one of the two strategies. The continuous strategy was
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more adversely effected by increased cognitive load,

suggesting that it demands more central prcessing load than

the double-impulse strategy. Moreover, subjects using the

continuous strategy did not perform as well as subjects

using the double-impulse strategy. This group difference

may indicate that the continuous strategy demands more

resources than the double-impulse strategy at some other

stage of processing.

This alternative hypothesis can be tested by

manipulating response execution load. If the continuous

strategy demands more response related resources than does

the double-impulse strategy, then an increase in response

resource demands of a concurrent task will disrupt the

continuous strategy more than the double-impulse strategy.

Thus, the critical test is to compare the effects of

responsq execution load across tracking strategies. This is

the objective of Experiment 1.

The other objective of the project is to further

explore the criticisms of Navon (1984, 1985). The summer

faculty research project used Navon's optimum-maximum

procedure to investigate resource competition. The results

were not extremely conclusive (Goettl, 1988). Some evidence

of resource trade-offs were obtained (supporting multiple

resources), however, the extent of the trade-offs were not

as large as expected (favoring Navon's argument). One

possible explanation of the results is that the optimum-
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maximum procedure imposes its own demand characteristics.

This hypothesis is addressed in Experiment 2 by examining

the effects of on-line feedback on dual task performance.

2. EXPERIMENT 1: PROCESSING LOAD

2.1. Methods

2.1.1. Subjects. Six males and six females were paid

$4.50 per hour to participate in eight one-hour sessions.

All subjects were right-handed with normal or corrected-to-

normal vision. Subjects were enrolled as undergraduate or

graduate students at Clemson University and ranged in age

from 17 to 30 years old.

2.1.2. Apparatus and Equipment. The tracking and

Sternberg tasks were automated and run on a Zenith 258

computer. Tracking was performed with a Measurement Systems

546 joystick and responses to the Sternberg task were made

with an SRL 4-key response box. An IBM enhanced color

monitor was placed on a swivel table so that it could be

turned toward the subject before each trial and away from

the subject while the experimenter recorded data from each

trial. The joystick was mounted to the right arm of the

subject's seat and the keypad was placed on a desk to the

left of the subject.

2.1.3. Tracking Task. Subjects were seated

approximately 30 inches from the CRT screen. For the

tracking task, subjects were required to keep the cursor

centered on a stationary cross-hair in the center of the CRT

104-19



screen by applying left and right movements to the joystick

with the right hand. A disturbance input consisting of a

sum of five sine waves was used to keep the cursor in

motion. The control dynamics could be adjusted for either

first or second order tracking. Each trial lasted two

minutes.

Subjects used two strategies for performing the

tracking task: continuous strategy and the double-impulse

strategy. For the continuous strategy, subjects were

instructed to apply continuous movements to the joystick to

minimize errors. Smooth control stick movements and linear

system output are characteristic of this strategy. In

contrast, for the double-impulse strategy, subjects were

instructed to minimize errors as quickly as possible by

applying maximum velocity or acceleration to the system.

This strategy required the subjects to make large stick

deflections. Subjects were instructed to compensate for

overshooting the target by counteracting each stick

deflection with a movement in the opposite direction.

2.1.4. Sternberg Task. A memory set of two, four or

six consonants was presented to the subject at the beginning

of each 2-minute trial. The memory set appeared on one line

located 5 inches from the top of the CRT screen.

Subjects were given 10 seconds to memorize the letters,

at which point the memory set disappeared. During the

trial, positive and negative probes appeared in a box
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located 1-1/2 inches above the stationary cross-hair used

for the tracking task. Each probe was presented for 10

seconds or until the subject responded to the probe.

Subjects responded "yes" if the probe was in the memory set

(positive probe) and "no" if the probe was not in the memory

set (negative probe). If the subject responded to the probe

within the 10-second period, the response to the probe was

recorded and the probe disappeared. If the subject did not

respond within 10 seconds, an incorrect response was

recorded and the probe disappeared. The time interval from

one response to the presentation of the next probe varied

from two to six seconds.

Subjects were required to use either a simple response

to the probes or a difficult response. For the simple

response, subjects pressed the left key of the response box

to respond "yes" and the right key of the response box to

respond "no." Key presses were made with the left index

finger. For the more difficult response, subjects were

required to press a sequence of three keys (left-top-bottom

= yes; right-bottom-top = no). Subjects were told to use

the left index finger for key presses, not to pause in

between key presses and not to press keys simultaneously.

An incorrect response was recorded if the subject pressed an

incorrect sequence of keys or if the subject failed to

complete a sequence of key presses. Before each trial, the

experimenter specified the memory set size and the type of

104-21



response required. The responses and response times were

recorded by the program as well as response accuracies.

2.1.5. Dual Tasks. When both tracking and the

Sternberg tasks were performed, the subjects were given 10

seconds to memorize the memory set. After 10 seconds, the

memory set disappeared and the cursor started moving.

Subjects performed tracking with their right hand and made

responses to the memory probes with their left hand. Dual

task trials lasted two minutes each.

2.1.6. Procedure. Subjects participated in four one-

hour practice sessions and four one-hour experimental

sessions. During the first practice session, subjects were

introduced to the Sternberg task and were allowed to

practice with memory set sizes of two, four and six letters.

Subjects practiced both the simple one-key response and the

more difficult three-key response with the three memory set

sizes. After practice with the Sternberg task, the

experimenter described first and second order tracking and

allowed the subjects to practice tracking with both levels

of difficulty.

The second practice session was devoted to learning the

two strategies. Subjects were given an illustrated

description for each strategy. As subjects practiced each

strategy, the experimenter gave subjects feedback concerning

the velocity of the control stick, a crude indicator of

strategy. Lower velocities are characteristic of the
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continuous strategy and higher velocities are characteristic

of the double-impulse strategy. The experimenter reminded

subjects the purpose of each strategy if subjects seemed to

stray from a particular strategy. In addition, the

experimenter monitored subjects' performance to make sure

they were maintaining the same level of performance with

both strategies.

The third and fourth practice sessions allowed subjects

to practice both the Sternberg and tracking tasks together.

Subjects practiced each of the twenty-four dual task

combinations at least once. These combinations were formed

from the orthogonal combination of two levels of strategy,

two levels of tracking difficulty, two levels of response

load and three levels of central-processing load. Once

subjects had practiced each combination at least once, they

concentrated on improving performance on dual tasks that

gave them the most difficulty. Subjects were encouraged to

reach a consistent level of performance for each of the

combinations of dual tasks.

For each experimental session, the subjects used either

the continuous or double-impulse strategy, alternating

strategies each session. At the beginning of each session,

subjects were told which strategy to use and were reminded

of the purpose of the strategy. Each experimental session

consisted of twelve dual task trials (two levels of tracking

difficulty, two levels of response load and three levels of
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central-processing load). After the twelve dual task

trials, subjects engaged in seven single task trials.

Before each of the two-minute trials, the experimenter

stated the level of tracking difficulty to be used for

tracking, the number of letters to be memorized for the

Sternberg task, and the type of response to be made for the

Sternberg task. The experimenter then turned the CRT toward

the subject, and initiated the trial. When the trial

terminated, the experimenter turned the CRT away from the

subject and recorded the data from that trial. This process

was repeated for all nineteen trials.

2.1.7. Design. The four independent variables (i.e.

strategy, tracking difficulty, response load and central

processing load) were manipulated within subjects. Strategy

was manipulated across sessions with half of the males and

half of the females assigned to the continuous strategy for

sessions I and 3 and the double-impulse strategy for

sessions 2 and 4. The other half of the subjects received

the reverse order. The twelve possible combinations of

tracking difficulty, response load and central processing

load were enumerated then randomly arranged into a sequence

for each subject. This random sequence was assigned to

sessions 1 and 4 and the reverse random sequence was

assigned to sessions 2 and 3. This method of assignment

assured that the random sequence and the reverse random

sequence were not confounded with strategy. When subjects
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performed the single tasks, they first performed the lowest

level of each of the three variables then progressed to the

higher levels. However, the three variables themselves were

enumerated and randomly arranged for each subject. This

random order was assigned to sessions 1 and 4 and the

reverse random order was assigned to sessions 2 and 3.

2.2. Results

Two measures were used to assess tracking performance:

Root Mean Square Error and Root Mean Square Velocity.

Performance on the Sternberg task was assessed by percentage

of correct responses, referred to as Accuracy, and Response

Time expressed in milliseconds. For each dependent variable,

a four-way strategy x Tracking difficulty x Response Load x

Central Processing Load analysis of variance was performed

using repeated measures analysis. The results are discussed

in terms of each independent variable.

2.2.1. Cognitive ProcessinQ Load. The main effect of

Cognitive Processing Load (i.e. memory set size) was

significant for Accuracy (F(2,10)=7.21, 2<.05) and Response

time (F(2,10)=13.54, R<.01). Accuracy dropped as number of

letters in the memory set increased and response time

increased. With 2 letters, subjects responded correctly

95.9 percent of the time (mean RT= 720.82), with 4 letters,

subjects responded correctly 94.6 percent of the time (Mean

RT= 793.92), and with 6 letters, subjects responded

correctly 92.3 percent of the time (Mean RT= 868.9). These
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results indicate that performance on the Sternberg task

declined as memory set size increased. However, cognitive

load did not appear to have a main effect on tracking.

2.2.2. Response Load. The Response Load showed a

reliable main effect on Accuracy (F(1,11)=7.77, p<.05),

Response Time (F(1,11)=5.02, p<.05), and RMS Tracking Error

(F(1,11)= 12.2, 2<.01). Accuracy dropped from 96% correct

to 92.5% correct and response times increased from 777 msecs

to 812 msecs when the difficult response was employed. In

addition, tracking performance declined when the more

difficult Sternberg response was used (mean RMS error = .197

and .208 for simple and difficult responses respectively).

Thus response load appeared to effect both the Sternberg and

the tracking task.

2.2.3. Tracking difficulty. Tracking Difficulty had a

significant effect on RMS tracking error (F(1,11)=162.23,

R<.01) with subjects performing better in first-order

tracking (Mean = .112) than in second-order tracking (mean =

.293). Tracking Difficulty also had a significant effect on

RMS tracking velocity (F(1,11)=116.52, R<.01). Subjects

showed lower RMS velocity with first-order tracking tasks

(Mean = .166) than with second-order tracking tasks (Mean -

.433). These results are as expected since second order

tracking is more difficult to perform.

Tracking Difficulty also showed a marginally reliable

interaction with Cognitive Processing Load for response time
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(F(2,10)=3.52, R<.07) and RMS tracking error (F(2,10)=4.96,

P<.05). Cognitive load showed a slightly larger effect on

response tine for second order tracking (mean RTs of 723

msecs and 885 msecs for memory sets of 2 and 6 respectively)

than for first order tracking (mean RTs of 719 and 853 for

memory sets of 2 and 6 respectively). Similarly, Cognitive

load had a very smaller effect on first order tracking (.112

vs .113 for memory sets of 2 and 6 respectively), and a

larger effect on second order tracking (.292 vs .298 for

memory sets of 2 and 6 respectively). Surprisingly second

order tracking error was lowest when a memory set of 4 was

used (mean RMS error = .289).

Finally, Tracking Difficulty showed marginally reliable

interactions with Response Load for RMS tracking error

(F(1,11)=4.53, R<.06) and response time (F(1,11)=5.06,

P<.05). For first order tracking, increased response load

primarily influenced the Sternberg task. Response times

increased from 763 msecs to 816 msecs compared to an

increase from 790 to 808 for second order tracking. For

second order tracking, increased response load was primarily

observed in tracking performance. Tracking error scores for

second order tracking increased from .284 to .301 as

response load increased compared to an increase from .110 to

.115 for first order tracking. It is not clear from the

present results whether this difference reflects a

qualitative difference in first versus second crder tracking
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or whether it reflects a tendency for response load to

effect the most difficult of two tasks. This latter

argument assumes that the Sternberg task is more difficult

than first order tracking but less difficult than second

order tracking.

2.2.4. StrateQy. Strategy showed a reliable effect on

RMS velocity (F(1,11)=216.95, R<.01). Mean RMS velocities

were much higher when subjects used the double-impulse

strategy (Mean = .439) than the continuous strategy (Mean =

.160). However, there was not a main effect of strategy for

RMS tracking error. Since higher control velocities are

expected with the double-impulse strategy, these results

suggests that subjects were using the proper strategies and

that they could perform the tracking task equally well with

either strategy.

The question of whether or not the strategies differ in

processing demands is addressed by an interaction between

Strategy and cognitive processing load. The Strategy x

Cognitive Processing Load was marginally significant for

Response Time (F(2,10)=3.8, R<.06). The effect of cognitive

processing load was slightly larger for the continuous

strategy than for the double-impulse strategy. Response

times when the continuous strategy was used varied from 712

msecs to 870 for memory sets of 2 and 6. For the double-

impulse strategy these means were 730 and 868 respectively.

Additionally, reliable Strategy x Response load
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(F(1,11)=12.43, R<.01) and Strategy x Tracking Difficulty

(F(1,11)=49.42, p<.01) interactions were obtained for RMS

control velocity. For the continuous strategy control

velocity increased as response load increased but for the

double-impulse strategy control velocity decreased as

response load increased. The interaction between strategy

and tracking difficulty suggests that the effects of second

order dynamics have a larger effect on control velocity when

subjects use the double-impulse strategy.

2.3. Discussion Experiment 1

In this experiment two varia-ies are used to manipulate

central processing load: Sternberg memory set size, and

tracking task dynamics. Both of these variables primarily

effect the tasks to which they apply. Increasing memory set

size results in longer response times and higher error rates

but not an overall change in tracking performance.

Increasing tracking dynamics results in an increase in

tracking error but no change in Sternberg task performance.

These results suggest little or no resource competition

between the two manipulations. On one hand, this result is

expected since the Sternberg task and the tracking task

utilize different codes of processing: verbal versus spatial

according to Wickens' multiple resources model. On the

other hand, some competition would seem to be predicted

since both manipulations increase demands for central

proces'ing resources rather than perceptual or response
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related resources. Evidence for some resource competition

was provided by the interaction between cognitive load

(i.e., memory set size) and tracking difficulty. This

interaction is obtained for both response time and tracking

error and for both variables it suggests that the effects of

memory set are larger with second order tracking than with

first order tracking. The fact that the interaction is

obtained for both task measures suggests that there is some

resource competition between manipulations. However,

performance declines only when resource demand is high.

The other task variable, response load, effects

performance on both tasks. As the response to the Sternberg

task becomes more difficult, response times become longer

and less accurate and tracking performance declines. This

pattern of results in indicative of resource competition.

As the response demands of the Sternberg task are increased

the competition for response related resources increases and

performance on both tasks decline. Thus, the results

replicate previous work supporting Wickens' Multiple

resources model.

The main variable of interest, however, is Strategy.

The objective of the experiment was to further assess

processing demands of strategies. The results indicated

that subjects did apparently use the appropriate strategies,

and were able to track equally well with either one. The

only result relevant to the assessment of processing demands
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is the interaction between strategy and cognitive processing

load on response time. The effect of central processing

load appeared to be slightly larger for the continuous

strategy than for the double-impulse strategy. This

interpretation is consistent with previous work on

strategies (Goettl, 1988) and suggests that the continuous

strategy demands more central processing resources than the

double-impulse strategy.

The two strategies do not appear to differ in response

related resource demands. Although increasing the

difficulty of the Sternberg task disrupted tracking

performance, it did not interact with tracking strategy.

Thus, the effect of response difficulty was equivalent for

tracking with either strategy. This experiment represents

the first empirical test of the hypothesis that strategies

differ in response resource demands. Since it is based on

the failure to find a significant interactL-r, caution must

be exercised in making conclusions about strategy demands.

Replication of the findings is needed.

The other objective of this project was to evaluate the

optimum-maximum procedure described by Navon (1985). Goettl

(1988) argued that the procedure may impose demand

characteristics on subjects. Performance criteria demands

are imposed on subjects via on-line feedback and

instructions to maintain performance at certain levels.

Experiment 2 investigated this hypothesis by employing the
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optimum-maximum procedure and varying the amount of on-line

feedback. If performance changes as a result of amount of

feedback, then it may be concluded that on-line feedback may

impose demand characteristics.

3. EXPERIMENT 2: EFFECTS OF FEEDBACK

3.1. Methods

3.1.1. Subiects. Twenty-one Clemson University

students enrolled in an introductory psychology class served

as the subjects for the experiment. The average age of the

subjects was 19.1 years, the oldest being 21 and the

youngest being 18. There were twelve male and twelve female

subjects, and all but two of the subjects were right-handed.

All of the subjects had normal or corrected to normal

vision. The subjects were paid $4.50 per hour for their

participation.

3.1.2. Apparatus. All apparatus and equipment employed

was the same as that used in Experiment 1 with the exception

of the display monitor. A Zenith Data Systems ZCM-1490, 14-

inch color monitor was used rather than an IBM enhanced

color monitor. A second monitor was positioned in front of

the experimenter to observe the subjects' performance.

3.1.3. Tasks. The experimental tasks were the same as

those used in Experiment 1 with the exception that only the

second order tracking task was used, and only a memory set

size of 4 was used for the Sternberg task. In addition,

subjects were not instructed to use any particular tracking
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strategy. The only other difference was that the present

experiment utilized on-line feedback.

On-line feedback was provided during the tasks by the

color of the objects on the screen. The color of the

vertical line and stationary cross provided feedback of the

tracking task, and memory task performance feedback waL

displayed by the colors of the small box and memory probes.

The feedback for each task was evaluated and changed (if

necessary) every five seconds during the trial. Five colors

were used to represent 5 different levels of performance:

red for poor performance, yellow for below average, white

for average, light blue for above average, and dark blue for

excellent performance.

3.1.4. Procedure. Each session consisted of

approximately sixteen trials, each trial being two minutes

long. Results were only recorded during the experimental

sessions. After each trial, the subjects were given general

information concerning his or her performance according to

the computer's summary of the trial. The subjects were

required to wait twenty-four hours between sessions, and all

six sessions were completed within a two week peri6d.

During the first practice session, subjects were given

instructions on the two tasks and allowed to practice each

several times. If the subjects demonstrated reasonable

mastery of both tasks, they were allowed to practice both

tasks concurrently, otherwise they continued to practice the
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tasks separately.

The second practice session consisted mainly of more

practice of both tasks at the same time, after the subjects

were allowed a few "warm-up" sessions at the beginning of

the session. Any questions concerning the execution of the

task were answered at this time. All the subjects were

randomly observed to ensure that the memory task was being

answered with only one finger, and they were corrected if

necessary.

During the third and last practice session the subjects

were introduced to the Optimum-Maximum Procedure (Navon,

1984). In this procedure, subjects are given a specified of

level of performance on one task, the optimized task, and

are asked to perform the other task, the maximized task, as

well as possible. According to Navon, this procedure

eliminates possible demand characteristics on the tasks and

will lead to more accurate results.

3.1.5. Design. The subjects were randomly assigned to

one of three groups of seven, each with three males and four

females. Each subject attended six one-hour sessions, the

first three being practice and the last three being actual

experimental sessions. The amount of feedback subjects

received was manipulated. Group 1 received feedback for

both tasks. Group 2 received feedback only for the

optimized task. Group 3 received no feedback during the

practice sessions or the experimental sessions.
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The optimized task was required to be performed at one

of three levels during the optimum-maximum procedure, either

at above average (single task level or STL), average, or

below average (mean plus one standard deviation). The two

levels of response difficulty were factorially combined with

the three optimization levels of each task resulting in 12

different dual-task conditions which were randomly ordered

during the experimental sessions. The three Single tasks

were performed at the end of each session.

Performance of the tracking task, or tracking error,

was measured as root mean square error (RMS). Also, both

the RMS tracking velocity and RMS tracking position were

recorded by the computer. Performance of the Sternberg

memory task was measured in both accuracy and reaction time.

3.2. Results

Root mean square tracking error and Response times were

submitted to separate 3 (Feedback: full, partial, and none)

x 2 (Optimized Task: Sternberg vs tracking) x 2 (Response

Difficulty) x 3 (Level of optimization: single task level,

mean dual-task level, and worse than mean dual task) ANOVAs

using a mixed design. Feedback was manipulated between-

groups, all other variables were manipulated within-

subjects.

3.2.1. Tracking..performiance. The analysis performed on

R14S tracking error revealed main effects of Optimized task

(F(1,18)=16.18, p<.01), Response load (F(1,18)=38.65,
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R<.01), and Level of optimization (F(2,36)=39.31, p<.01).

In addition, two reliable interactions were obtained:

Optimized task x level of optimization (F(2,36)=30.35,

R<.01), and optimized task x response load (F(1,18)=6.36,

p<.05). The main effect of Optimized task indicated that

overall, subjects tracked better when the tracking task was

maximized (mean RMS error = .308) than when it was optimized

(mean RMS error = .337). The main effect of response load

replicated findings of Experiment 1. Subjects showed better

tracking when the Sternberg task required the easy response

(mean RMS errors of .308 and .337 for easy and difficult

responqe respectively). Moreover, the optimized task x

response load interaction suggested that the effect of

response load was larger when the Sternberg task was

optimized (.289 vs .327 for easy and difficult responses

respectively) than ,. ten tracking was optimized (.328 vs

.347).

Table 1 shows mean RMS tracking errors and Mean

response time.3 at each optimization level for each task.

The values on the left are averaged across the three groups,

data on the right are separated by group. The main effect

of Level of optimization showed that overall subjects

performed better when they optimized either task at single

task levels. However, caution must be used in interpreting

this effect since Level of optimization interacted with

Optimized task. Close examination of the RMS means in Table
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Table 1. RMS Tracking Error and Response Time Measures for
Optimized and Maximized tasks averaged across groups (top)
and separated by groups (bottom).

Overall Data RMS Error RT (in msecs)

Tracking Optimized
at single task level .288 697
at mean of dual-task .342 684
below mean of dual-task .382 710

Sternberg Optimized
at single task level .312 635
at mean of dual-task .306 699
below mean of dual-task .306 751

FULL FEEDBACK

Tracking Optimized
at single task level .307 762
at mean of dual-task .361 742
below mean of dual-task .399 787

Sternberg Optimized
at single task level .333 679
at mean of dual-task .328 763
below mean of dual-task .332 808

OPTIMIZED TASK FEEDBACK ONLY

Tracking Optimized
at single task level .287 650
at mean of dual-task .365 662
below mean of dual-task .411 687

Sternberg Optimized
at single task level .306 614
at mean of dual-task .297 676
below mean of dual-task .301 728
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Table 1 (continued).

NO FEEDBACK

Tracking Optimized
at single task level .269 678
at mean of dual-task .299 649
below mean of dual-task .337 655

Sternberg Optimized
at single task level .297 613
at mean of dual-task .293 659
below mean of dual-task .286 716
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1 reveals the nature of the interaction. Tracking

performance significantly improved as the optimization level

of the tracking task became more challenging, however,

tracking performance declined slightly as optimization level

of the Sternberg task became more challenging. The simple

main effect of level was reliable when the tracking task was

optimized (F(2,36)=40.26, R<.01), but not when the Sternberg

Task was optimized (F(2,36)=1.03, n.s.).

There was no main effect of feedback. The only effect

that feedback showed was a marginally reliable interaction

with Optimized task (F(2,18)=3.12, R<.07). Although no

statistically reliable group effects were found, the group

means suggested that the groups did differ slightly (See

Table 1). The most interesting difference was in the Level

of optimization x Task optimized interaction. The no-

feedback group seemed to show larger differences in

optimization level when the Sternberg task was optimized.

It is possible that the failure to find group differences

was due to lack of power in the design. There were only 7

subjects in each group.

3.2.2. SternberQ Task Performance. Analysis of

response times revealed main effects of Response load

(F(1,18)=6.12), R<.05) and Level of optimization

(F(2,34)=13.46, R<.01). In addition a reli.-ble Optimized

task x Level of optimization interaction was obtained

(F(2,34)=20.43, R<.01). The Response load effect showed
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that subjects responded more quickly when an easy response

(mean RT 687 msecs) was made than when a difficult response

was made (mean RT 705 msecs). This effect replicates the

response load effect obtained for tracking performance and

the effects obtained in Experiment 1.

The effects of Level of optimization and the optimized

task x Level of optimization interaction also replicate the

results obtained for tracking performance. Overall,

subjects responded more quickly when they optimized at more

challenging levels. But the interaction suggests that the

effect of level of optimization was larger when the

Sternberg task was optimized than when the tracking task was

optimized. Analysis of simple main effects confirmed this

observation. The effect of Level of optimization was

reliable when the Sternberg task was optimized

(F(2,34)=21.45, p<.01) but not when the Tracking task was

optimized (F(2,34)=2.62, P>.05).

As with tracking performance, even though the group

means showed some differences (See Table 1), no reliable

group effects were obtained. Again it is suggested that

lack of p6wer in the design can account for the failure to

find the expected group differences.

3.3. Discussion Experiment 2

The results of Experiment 2 serve as a partial

replication of Experiment 1. Response load of the Sternberg

memory task effected Sternberg :esponse latencies as well as
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concurrent tracking performance. This result provides

support to the conclusion that the increased response load

increases competition for response related resources and

supports a multiple resources model of attention.

Hcwever, the primary objective of Experiment 2 was not

to support a multiple resources model per se, but to

investigate the optimum-maximum procedure developed by Navon

(1985). In this procedure, subjects are instructed to

invest some proportion of their effort or resources to one

task while performing a concurrent task as well as possible.

On-line feedback is typically provided to allow subjects to

monitor performance. If the tasks compete for resources

then performance on the maximized task will decline as more

resources are invested in the other task. Using this

procedure, very little evidence of resource competition was

observed. Performance on either optimized task improved as

additional resources were invested in the task. However,

performance on the concurrent tasks did not change in

response to changes in resource investment in the optimized

task. This conclusion conflicts with the conclusions from

both experiments that increased response load on the

Sternberg task increased the resource competition and

disrupted performance on both tasks.

This conflict in the two results could be resolved by

suggesting that since the tasks demand different codes of

processing, according to Wickens' (1980) model, a great deal

104-41



of resource competition should not be expected. This is not

an entirely satisfactory argument. Experiment 1 showed some

competition for central processing resources when second

order tracking was employed. A second way to resolve the

conflict is to argue that the optimum-maximum procedure

imposes its own demand characteristics on subjects.

Subjects may adjust their performance rather than their

resource investments to conform with instructions. The

presence of on-line feedback would make performance

adjustments easy since subjects always know what their

performance is and what it should be. Subjects may

artificially inflate their performance (without changing

resource investments) to conform with instructions.

The argument that on-line feedback imposes demand

characteristics was investigated in Experiment 2. Different

groups received different amounts of feedback. One group

received feedback on both tasks as in the original version

of the optimum-maximum procedure. A second group received

feedback only on the optimized task. The third group did

not receive any on-line feedback. If on-line feedback does

impose demands on subjects, then the full feedback group

should show little variability on the maximized task and the

no-feedback group should show larger changes in the

maximized task. A decrease in maximized task performance

resulting from increased investment of resources in the

maximized task is consistent with a multiple resources
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interpretation. Though group means hinted at this trend for

both dependent measures. No reliable group effects were

obtained. However, since there were only seven subjects

assigned to each group the failure to find group differences

may be do to a lack of power in the design.

4. GENERAL DISCUSSION AND CONCLUSIONS

There were two objectives of this project: to further

investigate resource demands of tracking strategies, and

evaluate the optimum-maximum procedure. The first objective

was addressed in Experiment 1. Subjects performed a dual-

task in which a Sternberg memory task was performed

concurrently with a tracking task. Subjects used each of

two different strategies for tracking. Central processing

demands of both tasks were manipulated along with the

response demands of the Sternberg task. Varying the

response demands disrupted performance on both tasks

(suggesting resource competition between tasks) but effected

both strategies equally. Central processing demands showed

only minor effects on both tasks, suggesting little resource

competition, but effected the continuous strategy slightly

more than the double-impulse strategy. To the extent that

this result is reliable, it supports earlier research

(Goett!, 1988).

The results concerning response load suggest that both

tasks place equal demands on response related resources.

Since this was the first empirical test of response demands,
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the result does not conflict with previous data. However,

it does counter suggestions made by Wickens and Goettl

(1985). Wickens and Goettl hypothesized that the continuous

strategy placed large demands on resources at some point

other than perceptual resources and suggested that response

related resources as the likely candidate. However, the

findings of Goettl (1988) combined with the results of

Experiment 1 suggest that the locus of the additional

demands is central processing. To summarize the effects, it

appears as though the double-impulse strategy places larger

demands on perceptual processing than the continuous

strategy which seems to place greater demands on central

processing. Both strategies apparently draw equally on

response related resources.

The second objective, to evaluate the optimum-maximum

procedure was addressed by Experiment 2. It was postulated

that on-line feedback used as part of the optimum-maximum

procedure imposed demands characteristics on subjects. By

varying the amount of feedback between groups it was hoped

that the demand characteristics would be revealed. The

group means suggested that there were important, though

slight, group differences. Unfortunately, no reliable group

differences were obtained. It was suggested that lack of

statistical power may have resulted in the failure to obtain

group effects.
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ABSTRACT

Section I of this report reviews the use of both continuous and lumped-

parameter models to describe the structural response of the human body due to

the acceleration environment associated with seat ejection. The need for a

nonlinear lumped-parameter model is established based on the inadequacies of

linear models to reproduce results in laboratory experiments. In Section II

this nonlinear lumped-parameter model is then closely examined using four

different tasks. The first task is to insure that the tests conducted in the

laboratory are yielding meaningful output, otherwise the model is useless.

Second, a nonlinear lumped-parameter model which best predicts the behavior of

the human subject is developed. Third, the model is fine-tuned through

experimental studies. Fourth, the model is validated through laboratory

experiments.

Section III fully describes the program SEAT. This program was written to

simulate the results of the model, as well as to determine the errors

generated in the model.

In Section IV a more comprehensive validation plan, encompassing

considerations of sensitivity to shape, duration, and magnitude of the

acceleration input, is recommended to ensure the effectiveness of this

approach.

10
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I. INTRODUCTION

Investigations of aircraft escape systems, and spinal injuries sustained

from seat ejections, have involved a wide spectrum of analytical and

experimental studies. The analytical efforts have concentrated primarily on

the development, dynamic response solution, and validation of several

discrete parameter and continuum models subjected to specified acceleration-

time inputs. The experimental work has entailed measurement of constitutive

and inertial properties of anatomical components and determinations and

comparisons of biomechanical responses of human volunteers, cadavers, animals,

and dummies to controlled impacts. Injury criteria and human tolerance

thresholds formulated from these studies and accident statistics provide a

basis for design and analysis of escape systems.

In describing the structural response of the human body due to the

acceleration environment associated with seat ejection, one can represent the

physical laws that are applicable in terms of rather complex equations.

Obviously, the most popular simplification is the linear discretization, which

leads to simple equations for the problem under ideal conditions. This

linearization is, in many instances, inadequate in describing or reproducing

experimental studies performed under very controlled environments.

Theoretical models, both continuous and lumped-parameter, with varying

degrees of complexity, have been formulated in efforts to predict responses to

specified inputs. The lumped-parameter models usually have been single or

multidegree-of-freedom systems with linear, passive elements, whereas the

human body is neither a passive nor a linear system. Carmichael (1,1968)

states, "the body is a nonlinear system with respect to the equations of
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motion." Wittmann and Phillips (2,1969) conclude, "existing nonlinearities

are sufficient to be of concern, and that appropriate measures to

determine the effect of these nonlinearities should be taken." Perng

(3,1970) states, "the most striking feature of the mechanical behavior

behavior of biological tissues, the stress strain relation, is remarkably

nonlinear." Markoff and Steidel (4,1970) state, "it is known that joint

stiffness increases with deformation." Belytschko, et al. (5,1972) refers

to, but neglects nonlinearities, "because of the difficulties of

characterizing a nonlinear orthotropic composite material." The conclusion

being that when representing nonlinear elements of the body, the assumption of

linear springs and dashpots may be too great a simplification for some inputs.

II. OBJECTIVES

To remedy this inadequacy of reproducing laboratory experiments, a

nonlinear discrete parameter model will be examined. To accomplish this, four

different tasks need to be investigated:

-Checking of the experimental data

-Selecting a model

-Fine-tuning the model

-Validating the model

The first task is to insure that the test conducted in the laboratory on

the volunteer subjects is yielding meaningful output, otherwise the

reproduction, or calibration, of the model is meaningless. The second task is

to find a possible model that best predicts the behavior of the human subject

during seat ejection. The third step involves investigating experimental

means of fine-tuning the model by proposing additional experimental studies

that best determine the mechanical properties which enter the constitutive

relations of the nonlinear model. The final step is to calibrate, or
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validate, the model by simply attempting to reproduce as many tests on

volunteer subjects as possible, making sure that the analytical output matches

the experimental output.

A. CHECKING OF THE EXPERIMENTAL DATA

The first task was to become familiar with the test plan and the results

of the "vertical impact of humans and anthropomorphic manikins" test conducted

at the Biomechanical Protection Branch at Wright-Patterson Air Force Base.

This entailed familiarization with the test procedure, fixtures used, and

checking the locations of load cells, accelerometers, and other devices. Next

was a careful study of the equilibrium equations, which meant checking all of

the force and moment equations. This was done to insure that the tests

conducted in the laboratory on the volunteer subjects yielded meaningful

output. The results of these tests will be used later in the calibration of a

nonlinear model which will be developed.

B. SELECTING A MODEL

There seems to be an orderly progression towards the development of

realistic spinal models. Two parallel approaches are discrete lumped-

parameter and continuum models.

The first spinal lumped-parameter model was proposed by Latham (1957),

which consisted of a double-mass spring-coupled system subjected to a base

excitation. In 1962, Payne proposed a dynamic response index (DRI) in his

single degree-of-freedom model which is still in use today. Many more models

have been proposed since then, extending the degrees-of-freedom to include

parts of the human body other than the spine.

Different types of spinal models have been proposed with less success.

These models, initiated by Hess and Lombard (1958), assume the spine to be a

continuum. The spine is represented by a straight homogenous elastic rod,

free at one end and subjected to a prescribed acceleration at the other end.
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Non-linear models have also been attempted, again with little success.

It has been demonstrated that the lumped-parameter models represent a more

viable approach because a more realistic injury model can be deduced from

them. Thus, a discrete model will be used.

C. REFINEMENT OF THE MODEL

Figure 1 represents our attempt to model the spine.

The selection of the characteristics of the lumped parameter of this

model can now be studied by trying first, for example, a linear spring and a

linear dashpot. If such a selection is not adequate to model the test that we

are trying to duplicate, then a nonlinear spring and possibly a linear or

nonlinear dashpot can then be evaluated. The process can be repeated by

varying the nonlinearity of both spring and dashpot until satisfied. In order

to better understand this process, let us determine the governing equations

for a cubic spring and dashpot.

If we call U(t) - Z2(t) - Zl(t) (Eq. 1)

then U'(t) - (Z'2 - Z'l(t)) (Eq. 2)

dU
where the U' - - means the first derivative with respect to time

dt

and U'(t) - (Z2"(t) - ZI"(t)) (Eq. 3)

From the free-body-diagram of Figure 1, Newton's second law gives

the following equations of motion in the form:

M (U"(t)) + F(spring) + F(dashpot) - F(t) (Eq. 4)

where Fspring - - K1 (U(t)) + K3 (U(t))
3  (Eq. 5)

Itt (C % (V /kL /. (Eq. 6)'dashpot - I  %U'( + C3 U(q

so H U"(t) + KIU(t) + K3 [U(t)] 3 + C1 (U'(t)] + C3 [U'(t)J
3

- F(t) (Eq. 7)
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d dU
Since we know U" - - - we can then integrate in function of time

dt dt

t t

to get U(t)" dt -- - U'(t) - U'(t 2) - U'(tl) (Eq. 8)
tI  dt ti  ti

or U'(t 2 ) - U'(tl) + J U"(t) dt (Eq. 9)

du
but U'(t) - -- > U'(t) dt - du (Eq. 10)

dt

integrating in function of time both sides, we then get

U(t2) - U(tl) + t2 U'(t) dt (Eq. 11)
ItI

the integral in the above equations can be simply estimated by any

numerical quadrature formula such as the Trapezoidal rule

f f(x) dx = S - -* (b-a)*(f(a) + f(b)] + error (Eq. 12)
Ja 2

or by another method like Simpson's rule.

The error term for the trapezoidal rule is

f"(,7) (b-a)
3

error - - e (a,b) (Eq. 13)
12

It is difficult to estimate the error term, especially since

our value, for example, of the acceleration is given only in tabular

form. In other words, we do not know what the actual equation for

the acceleration is, hence, we cannot compute the second derivative

of the acceleration to approximate the error. To remedy this, one

can use the idea of the extrapolation to the limit in conjunction

with the composite Trapezoidal rule. Such a method is commonly
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referred to as the Romberg integration method. The best possible

estimate of the integral can be found by simply looking at the table

of ratios generated by this method.

Once the relative velocity and displacement are computed, the

best values of the spring and dashpot constant can be found using

the idea of the least squares method.

Since we do not know the values of KI, K3 , C1 and C3 exactly,

bor which satisfy the equality of equation (Eq. 7), an error will be

introduced for every time value. The fundamental idea behind the

least squares method, is to minimize the sum of the squares of these

errors.

If we call

01(t) - U(t)

02(t) - (U(t))
3

03(t) - U'(t)

4 (t) - (u(t))3

and call N the total number of point given and

fm - F(tm) " m U"(tm)

where we can then write the square of the individual error as:

N

E(KIPK 3,C3) - T [fm " G(tm; KI,K3 ,CI,C3)]
2

m-1

where G(tm,KIK 3 ,Cl,C 3) - Kli(tm) + K30 2(tm) + C1 3(tm) + C304(tm)
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To minimize the above error function, it is necessary thac the

gradient of E vanish, i.e.;

8E aE aE aE

aKI  8K3  8C1  aC3

N

aE
- - -2 [m G(tm;KIK 3 ,ci,C3)] 0l(tm) - 0

N

- - -2 [fm " G(tm;KlK 3 'ClC 3)] 02(tm) 0
aK3  m-i

N
- - -2 [m - G(tm;KIK 3,CIC 3)] 03(tm) 0

N

-- -2 fm G(tm;KIK3 ,CIC 3)] 4 (tm) - 0

aC3 m-i

the error vector

e - (el,e 2,...eN]

with

em f fm -G(tm; KI'K3,CIC 3)

are normal orthogonal to the following vector

8 i - [Oi(tl), Oi(t2 ) Oi(tN)]T i - 1,2,3,4

since

-2 eT ei - 0 i - 1,2,3,4

calling the vector

f - [flqf 2 .fN]T
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the normal equations can be rewritten in the form:
4

E b eT ei - fTe i i - 1,2,3,4

J-1

where

bI - K I

b2 - K 3

b3 - Cl

b4 - C3

Solving these normal equations will then yield the four constants K1 , K3,

Cl, C3, which will minimize the square of the error introduced by

approximating the behavior by this discrete lumped-parameter model.

D. VALIDATION OF THE MODEL

The model was validated using the VIHAM STUDY TEST: 1390 SUBJECT: B-1

weight 163.0 NOM G-8-O CELL: X. The chest minus seat acceleration time

profile is shown in Figure 2. Because of the deviation from zero, the above

figure was shifted upward and then integrated to obtain the velocity, and

integrated once again to obtain the displacement. Then the data was passed to

the least-square program and the best possible fit was obtained. The force

profile used was the sum of the three load cells of the seat. (see Figure 3).

III. THE SEAT PROGRAM

Program SEAT generally uses the method of least squares in combination

with various subroutines to ultimately solve for the coefficients of the force

equation (Eq. 7). The resulting force equation best describes the action on

the model.

A. MASTER PROGRAM

By using the force analysis and theory developed in Section II-C it was

possible to create a master program called SEAT. Program SEAT is a
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combination of individual subroutines. The subroutines use compatible

parameters, and therefore may be used together to generate one program which

can provide all of the desired output responses.

0001 PROGRAM SEAT
0002 ***********************************************************************
0003 * DEFINITION OF VARIABLES
0004 *
0005 * F() -VECTOR CONTAINING FORCE-MASS*ACCELERATION
0006 * ACCEL - CHARACTER NAME OF THE ACCELERATION DATA
0007 * FORCE - CHARACTER NAME OF SEAT FORCE DATA FILE
0008 * NP - NUMBER OF POINTS
0009 * NS - NUMBER OF SEGMENTS ( NS-NP-I)
0010 * NLP - NUMBER OF LUMPED PARAMETER
0011 * LPI - LUMPED PARAMETER INDICATOR
0012 * LPI-1 IF PARAMETER IS A DISPLACEMENT PARAMETER
0013 * LPI-2 IF PARAMETER IS A VELOCITY PARAMETER
0014 * LPP - EXPONENT VALUE OF EITHER DISPLACEMENT OR VELOCITY
0015 * RESPONSE- STANDARD OF DEVIATION OF THE FIT
0016 * SUMERR - SQUARE OF THE SUM OF COMPUTED F MINUS ACTUAL F
0017 * TO - INITIAL TIME VALUE
0018 * TF - FINAL TIME VALUE
0019 * MASS - MASS OF THE SUBJECT
0020 * OUTFILE - CHARACTER NAME OF THE OUTPUT FILE
0021 * STAT - STATUS OF THE OUTP2U FILE
0022 * COMFOR(- COMPUTED FORCE VECTOR OF ORDER NP
0023 * ERROR() - COMPUTED MINUS ACTUAL FORCE VECTOR AND OF ORDER NP
0024 * DIS) - DISPLACEMENT VECTOR OF ORDER NP
0025 * VEL() - VELOCITY VECTOR OF ORDER NP
0026 * ACC() - ACCELERATION VECTOR OF ORDER NP
0027 * FOR() - FORCE VECTOR OF ORDER NP
0028 * TIM() - TIME VECTOR OF ORDER NP
0029 *
0030 * K [NPL,NPL * B (NPL) - P (NPL)
0031 *
0032 * IS THE NORMAL EQUATION RESULTING FROM THE LEAST SQUARES METHOD
0033 *
0034 * WHERE
0035 *
0036 * K(,) - MATRIX OF THE VALUES FOR THE INDEPENDENT VARIABLES
0037 * B0) - VECTOR CONTAINING THE UNKNOWN COEFFICIENTS
0038 * P() - VECTOR CONTAINING THE DEPENDENT VARIABLES
0039 *
0040 * Do) - MATRIX CONTAINING DISPLACEMENT AND VELOCITY VECTORS
0041 * AND OF ORDER NP X NPL
0042 ******************************************************************
0043 REAL FOR(60I),K(50,50),P(50),B(50),F(60I),D(601,50)
0044 REAL TIM(601),ACC(6OI),VEL(6O1),DIS(601),MASS,MEANFOR
0045 REAL COMFOR(601),ERROR(601)
0046 CHARACTER*20 ACCEL,FORCE,OUTFILE,STAT
0047 *********************************************************************
0048 PRINT *******************************************************

107-15



0049 PRINT *,'PLEASE INCLUDE APOSTROPHES WHEN INPUTING THE'
0050 PRINT *,'NAME OR STATUS OF ANY FILE.'
0051 PRINT *,' EXAMPLE:'
0052 PRINT *,'IF THE NAME OF YOUR OUTPUT FILE IS SEAT.OUT THEN YOU'
0053 PRINT *,'SHOULD TYPE ''SEAT.OUT'' WHEN YOU AREPROMPTEDFORTHAT'
0054 PRINT *,'FILE'
0055 PRINT*,'*************************'
0056 PRINT *,'INPUT THE NAME OF YOUR ACCELERATION FILE'
0057 READ *,ACCEL
0058 PRINT ,'**************************

0059 PRINT *,'INPUT THE NAME OF YOUR FORCE FILE'
0060 READ *,FORCE
0061 PRINT*,'**************************
0062 PRINT *,'THE PROGRAM WILL GENERATE AN OUTPUTFILECONSISTING OF'
006, PRINT *,'A TABLE OF THE ACCELERATION,VELOCITY AND'
0064 PRINT *,'DISPLACEMENT VERSUS TIME.'
0065 PRINT *,'ALSO INCLUDED AT THE BOTTOM OF THE OUTPUT FILE IS A'
0066 PRINT *, 'LISTING OF THE COMPUTED PARAMETERS , THE STANDARD'
0067 PRINT *,'OF DEVIATION, AND THE COEFFICIENT OF CORRELATION.'
0068 PRINT*,'*************************'
0069 PRINT *,'PLEASE INDICATE WHETHER YOUROUTPUTFILE IS NEW OR OLD'
0070 READ *, STAT
0071 PRINT *,'PLEASE INPUT THE NAME OF YOUR OUTPUT FILE'
0072 READ *, OUTFILE
0073 PRINT * ***************************

0074 OPEN (10,FILE-ACCEL,STATUS-'OLD')
0075 OPEN (12,FILE-FORCE,STATUS-'OLD')
0076 OPEN (11, FILE-OUTFILE, STATUS-STAT,ACCESS-' SEQUENTIAL')
0077 **********************************

0078 PRINT *,'TO - INITIAL TIME'
0079 PRINT *,'TF - FINAL TIME'
0080 PRINT *,'NS - N UMB ER OF TIME INCREMENT'
0081 PRINT *,'MASS - MASS OF SUBJECT'
0082 PRINT *,'INPUT VALUES OF TO,TF,NS,MASS'
0083 READ *,TO,TF,NS,MASS
0084 NP-NS+l
0085 DO 10 I-1,NP
0086 READ(10,*) TIM(I),ACC(I)
0087 READ(12,*) TIM(I),FOR(I)
0088 F(I)-FOR(I) MASS*ACC(I)
0089 10 CONTINUE
0090 **********************************

0091 CALL TRAP(ACC,NS,TO,TF,VEL)
0092 CALL TRAP(VEL,NS,TO,TF,DIS)
0093 **********************************

0094 PRINT * ***************************

0095 PRINT *,'INPUT NUMBER OF LUMPED PARAMETER'
0l096 READ *,NLP
0097 PRINT k,'LPI-LUMPED PARAMETER INDICATOR (I IF DISP, 2 IF VEL)'
0098 PRINT *,'LPP - LUMPED PARAMETER POWER'
0099 DO 15 I-1,NLP
0100 PRINT *, 'INPUT LPI,LPP OF PARAMETER ', I
0101 READ *, LPI,LPP
0102 IF (LPI.EQ.1) THEN
0103 DO 12 J-1,NP
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0104 D(JI)- (DIS(J))**LPP
0105 12 CONTINUE
0106 ELSE
0107 DO 13 J-1,NP
0108 D(J,I)- (VEL(J))**LPP
0109 13 CONTINUE
0110 END IF
0111 15 CONTINUE
0112 ********************************************************************

0113 DO 40 I-1,NLP
0114 DO 30 J-I,NLP
0115 SUM-0.0
0116 DO 20 KK-1,NP
0117 SUM-SUM+D(KK,I)*D(KK,J)
0118 20 CONTINUE
0119 K(I,J)-SUM
0120 K(J,I)-K(I,J)
0121 30 CONTINUE
0122 SUMl-0.0
0123 DO 50 KK-1,NP
0124 SUM1-SUM1+F(KK)*D(KK,I)
0125 50 CONTINUE
0126 P(I)-SUM1
0127 40 CONTINUE
0128 ********************************************************************
0129 CALL LUD(K,P,B,NLP)
0130 ********************************************************************
0131 DO 60 I-1,NLP
0132 PRINT *,'PARAMETER NO.',I,' VALUE -',B(I)
0133 60 CONTINUE
0134 ********************************************************************
0135 SUMERR-0.0
0136 DO 80 I-1,NP
0137 COMFOR(I)-0.0
0138 DO 70 J-1,NLP
0139 COMFOR(I)-COMFOR(I)+B(J)*D(I,J)
0140 70 CONTINUE
0141 ERROR(I)-F(I)-COMFOR(I)
0142 SUMERR-SUMERR+ERROR(I)*ERROR(I)
0143 80 CONTINUE
0144 RESPONSE-SQRT(SUMERR/NS)
0145 PRINT *,'RESPONSE -',RESPONSE
0146 *******************************************************************
0147 WRITE(11,1008)
0148 WRITE (11,1000)
0149 1000 FORMAT (T14,'TIME',T26,'DISPLACEMENT',T42,'VELOCITY',T56,
0150 X 'ACCELERATION' /)
0151 1001 FORMAT(4X,4Fl5.7)
015 v 1002 1 I,"1

0153 WRITE(11,1001) TIM(I),DIS(I),VEL(I),ACC(I)
0154 1002 CONTINUE
0155 WRITE(11,1008)
0156 WRITE(11,1003)
0157 1003 FORMAT (T5,'PARAMETER NO.', T22,'PARAMETER VALUE' /)
0158 1004 FORMAT (10X,12,9X,E15.7)
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0159 DO 1005 I-1,NLP
0160 WRITE (11,1004) I,B(I)
0161 1005 CONTINUE
0162 WRITE(11,1008)
0163 WRITE (11,1006) RESPONSE
0164 1006 FORMAT(' RESPONSE - ',F15.7)
0165 WRITE(11,1008)
0166 1008 FORMAT ******************************************************
0167
0168 STOP
0169 END

B. DETAILED DESCRIPTION

The complete program is explained in detail by proceeding through the

main program first, and then returning to the subroutines in the order they

are called.

DEFINITION OF VARIABLES

Variables are listed in lines 5-31 and 39-44 where they are accompanied

by a brief definition. Variables are declared real and matrices are

dimensioned in lines 46-49. All other variables will be integers or reals by

default.

INDICATING INPUT AND OUTPUT FILES

In lines 51-79 many PRINT statements are included to assist the user in

inputting the necessary data files. The user is instructed to enter the file

name of the file containing the measured forces. The user then indicates the

name of the file to which the output is to be sent. These files are all

opened so that data may be read from them and output generated.

ERROR IN MEASURED FORCE

The value of F(I), which is calculated in lines 81-92, represents the

error between the calculated force and the measured force from the model.

INTEGRATION

Lines 94 and 95 send the acceleration values to the subroutine TRAP.

There they are integrated to obtain values of velocity and deflection.
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LUMPED PARAMETERS

This program is extremely flexible in that it is able to use any number

of lumped parameters desired. Many times a greater number of lumped

parameters will more accurately simulate the given model. In lines 97-114 the

number of lumped parameters and powers are given and the method of least

squares is begun.

MATRICES

Lines 116-130 form matrices which contain the independent and dependent

variables (the K matrix and the P matrix respectively). Each of these two

matrices is the product of two matrices, and these two pairs of matrices are

functions of the velocity, displacement, force error, and number of lumped

parameters.

SOLVING FOR COEFFICIENTS

Line 132 calls a subroutine which uses the method of LU Decomposition to

to solve for the matrix of unknown coefficients to complete the force

equation. A description of this method is given later with the review of the

subroutines. The coefficients are printed out in lines 134-136.

ERROR OF LINEAR REGRESSION

Lines 138-156 determine how well the least squares fit has done by

calculating the standard of deviation and the coefficient of determination. A

perfect fit would mean that the force equation is a precise indication of the

forces in the model. This would be true if the standard of deviation were 0

and the coefficient of determination were 1. Deviations from 0 and 1 are

indications of error which may have numerous sources.

OUTPUT FILES

In lines 158-179 pertinent information such as the time, displacement,

velocity, acceleration, parameters, standard of deviation, and coefficient of
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correlation is sent to the output file. The output is arranged neatly in

tabular form of analysis.

SUBROUTINE TRAP

0001 *********************************************************************
0002 *********************************************************************

0003 SUBROUTINE TRAP(FF,NS,XO,XF,INTEGR)
0004 ****************************************************
0005 * DEFINITION OF VARIABLES *
0006 * *
0007 * NS -NUMBER OF SEGMENTS *
0008 * FF() -DEPENDENT VARIABLE *
0009 * XO,XF -INTEGRATION LIMITS *
0010 * INTEGRO-INTEGRAL *
0011 ****************************************************
0012 REAL FF(601),INTEGR(601)
0013 INTEGR(l)-O.O
0014 H-(XF-XO)/NS
0015 DO 10 I-2,NS+1
0016 INTEGR(I)-INTEGR(I-I)+(FF(I)+FF(I-1))/2.*H
0017 10 CONTINUE
0018 RETURN
0019 END

This subroutine uses the trapezoidal rule as a method of integration.

Values of acceleration are sent to TRAP and TRAP returns values of velocity to

the master program. The velocities are in turn sent to trap and displacements

are returned.

SUBROUTINE LUD

0001 *********************************************************
0002 SUBROUTINE LUD(A,C,X,N)
0003 *********************************************
0004 * DEFINITION OF VARIABLES *
0005 * *
0006 * N - NUMBER OF EQUATIONS *
0007 * A(] - MATRIX OF COEFFICIENTS *
0008 * C) - RIGHT-HAND-SIDE VECTOR *
0009 * X) - UNKNOWNS *
0010 * 0() - ORDER VECTOR *

0011 * So - SCALE VECTOR *
0012 *********************************************
0013 DIMENSION A(50,50),C(50),X(50),S(50)
0014 INTEGER 0(50)
0015 CALL ORDER(S,A,ON)
0016 CALL DECOMP(A,O,S,N)
0017 CALL SOLVE(A,C,X,O,N)
0018 RETURN
0019 END
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This subroutine begins solving for the coefficients of the force equation

by using the method of LU decomposition. At this point the force equation is

in the form (K]IB)-(P). The B matrix, which contains the coefficients of the

force equation, is the one which will be solved for.

SUBROUTINE ORDER

0001 *********************************************
0002 SUBROUTINE ORDER (S,A,O,N)
0003 DIMENSION A(50,50),S(50)
0004 INTEGER 0(50)
0005 DO 10 I-l,N
0006 0(I)-I
0007 S(I)-ABS(A(I,1))
0008 DO 20 J-2,N
0009 IF (ABS(A(I,J)).GT.S(I)) THEN
0010 S(I)-ABS(A(I,J))
0011 ENDIF
0012 20 CONTINUE
0013 10 CONTINUE
0014 RETURN
0015 END

This subroutine is used in conjunction with subroutine pivot to reorder

the set of equations to be solved.

SUBROUTINE DECOMP

0001 **********************************************
0002 SUBROUTINE DECOMP(A,O,S,N)
0003 DIMENSION A(50,50),S(50)
0004 INTEGER 0(50)
0005 INTEGER*2 I,J,K
0006 J-1
0007 CALL PIVOT(A,S,O,N,J)
0008 DO 10 J-2,N
0009 A(O(1),J) - A(O(1),J)/A(O(1),l)
0010 10 CONTINUE
0011 DO 20 J-2,N-1
0012 DO 30 I-J,N
0013 SUM - 0.0
0014 DO 40 K-l,J-1
0015 SUM-SUM+A(O(I),K)*A(O(K),J)
0016 40 CONTINUE
0017 A(O(I),J)-A(O(I),J) - SUM
0018 30 CONTINUE
0019 CALL PIVOT(A,S,O,N,J)
0020 DO 50 K-J+1,N
0021 SUM - 0.0
0022 DO 60 I-l,J-l
0023 SUM-SUM+A(O(J),I)*A(0(1),K)
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0024 60 CONTINUE
0025 A(O(J),K)-
0026 * (A(O(J),K)-SUM)/A(O(J),J)
0027 50 CONTINUE
0028 20 CONTINUE
0029 SUM - 0.0
0030 DO 70 K-l,N-1
0031 SUM-SUM+A(O(N),K)*A(O(K),N)
0032 70 CONTINUE
0033 A(O(N),N)-A(O(N),N)-SUM
0034 RETURN
0035 END

This subroutine involves decomposing the set of simultaneous equations

into a product of lower and upper matrices.

SUBROUTINE PIVOT

0001 *********************************************
0002 SUBROUTINE PIVOT(A,S,O,N,J)
0003 DIMENSION A(50,50),S(50)
0004 INTEGER 0(50)
0005 INTEGER*2 J,PIVIT,II,IDUM
0006 PIVIT - J
0007 BIG-ABS(A(O(J),J)/S(O(J)))
0008 DO 10 II-J+I,N
0009 DUMMY-ABS(A(O(II),J)/S(O(II)))
0010 IF (DUMMY.GT.BIG) THEN
0011 BIG-DUMMY
0012 PIVIT-Il
0013 ENDIF
0014 10 CONTINUE
0015 IDUM-O(PIVIT)
0016 O(PIVIT)-O(J)
0017 O(J)-IDUM
0018 RETURN
0019 END

This subroutine performs a partial pivoting to avoid division by zero and

to minimize round-off-errors.

SUBROUTINE SOLVE

0001 *********************************************
0002 SUBROUTINE SOLVE(A,C,X,O,N)
0003 DIMENSION A(50,50),C(50),X(50)
0004 INTEGER 0(50)
0005 X(l)-C(0(1))/A(0(1),l)
0006 DO 10 I-2,N
0007 SUM - 0.0
0008 DO 20 J-1,I-1
0009 SUM-SUM+A(O(I),J)*X(J)
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0010 20 CONTINUE
0011 X(I) - (C(O(I))-SUM)/A(O(I),I)
0012 10 CONTINUE
0013 DO 30 I-N-1,1,-1
0014 SUM - 0.0
0015 DO 40 J-I+1,N
0016 SUM-SUM+A(O(I),J)*X(J)
0017 40 CONTINUE
0018 X(I)-X(I)-SUM
0019 30 CONTINUE
0020 RETURN
0021 END

Simply, this subroutine solves the set of equations after they have been

decomposed by a trivial combination of forward and back substitutions.

IV. OUTPUT

A sample output file is shown below:

TIME DISPLACEMENT VELOCITY
ACCELERATION

.0000000 .0000000 .0000000 .0000000
1.0000000 .0000000 .0000000 .0000000
2.0000000 .0000000 .0000000 .0000000

75.0000000 .0000127 .0011588 .1287600
76.0000000 .0000139 .0012409 .0354100
77.0000000 .0000151 .0012763 .0354100
78.0000000 .0000164 .0012940 .0000000
79.0000000 .0000177 .0012940 .0000000
80.0000000 .0000190 .0012473 -.0933501
81.0000000 .0000202 .0012006 .0000000

595.0000000 .0193880 .0806900 -.1770500
596.0000000 .0194686 .0804485 -.3058300
597.0000000 .0195489 .0801604 -.2704100
598.0000000 .0196289 .0799898 -.0708300
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599.0000000 .0197089 .0800365 .1641500

600.0000000 .0197891 .0802360 .2349700

PARAMETER NO. PARAMETER VALUE

I -.3132372E+04
2 .3041510E+04

RESPONSE - 642.6951000

The output of program SEAT reveals the experimentation errors encountered

in the laboratory. To obtain useful data these experimentation errors must be

identified, and methods must be found to compensate for them. The following

paragraphs will discuss observations of experimental error, the source of the

error, and the methods used to compensate for the error.

A. INITIAL OUTPUT

The original output from the Data Acquisition System is plotted in Figure

4. From an understanding of the fundamental principles of motion, the errors

in this output are obvious. The acceleration must begin at zero, since this

would indicate conditions prior to acceleration. The output, however, begins

at a point other than zero. Figure 5 represents the velocities found in the

program SEAT. These velocities were found using the accelerations in Figure

4. From the basic principles of motion it can be expected that the velocity

will be zero prior to the test, and will return to zero at the end of the

test. The plot clearly shows the velocity trailing off without returning to

zero. The resulting displacements, plotted in Figure 6 exhibit the same

erroneous characteristics. The displacement should begin and end at zero, yet

instead it trails off to come other value.

The velocities and displacements are produced by the program SEAT, and

are dependent upon that program's input. The input for program SEAT is the

accelerations recorded from the accelerometer. These accelerations then are

the basic source of error in the program SEAT. The error in the
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accelerations, themselves, must be traced to the model and accelerometer. The

accelerometer, not being rigidly attached to the chest of the model, was

allowed to jiggle during testing. This jiggling motion unbalanced the

accelerometer, forcing its original position away from zero. A perfectly

rigid attachment of the accelerometer is not feasible in this situation, so

the data must now be manipulated to simulate a rigid attachment. The most

simplistic manipulation is to shift the acceleration data so that the initial

value is forced to zero.

B. SHIFTED OUTPUT

Figure 7 is a plot of the same acceleration data as Figure 4, however,

the curve has been shifted up to bring the initial acceleration value to zero.

The subsequent data has also been shifted, resulting in completely new

acceleration values to be used as input into program SEAT. Figures 8 and 9

are plots of the velocities and displacements found by program SEAT. Again,

the values trail off, and do not return to zero. The shifting has been

beneficial in that the values of acceleration are now reasonable, however,

problems still remain in that the velocities and displacements fail to return

to zero.

C. SMOOTHED OUTPUT

The final manipulation performed on the output was a data smoothing.

Smoothing techniques are purely graphical methods used for interpreting

scattered points. Instead of plotting a curve which passes through all points

in a collection of output, the smoothing chooses a path which most closely

represents the trend of the data. Smoothing, in this case, was used to

siimAate a steadying of the accelerometer. This compensated for the

scattering of points which was caused by the jiggling of the non-rigidly

attached accelerometer. The method used was a Fast Fourier Transform which
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acted as a filter to eliminate the constant bouncing of the data points. To

see the results of the smoothing a comparison between Figures 4 and 10 must be

made. The plot in Figure 10 contains the filtered, or smoothed, data. The

subsequent velocities and displacements are plotted in Figures 11 and 12

respectively. The velocities now come close to returning to zero. The

displacements, however, seem unaffected by the smoothing.

It must be kept in mind that data smoothing is a graphical technique, and

is not justified for use as a numerical approximation method. It is used here

to simulate a reduction of movement in the accelerometer.
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V. RECOMMENDATIONS

Due to the nature of the project and its complexity, validation of this

nonlinear model was accomplished on one single test alone. A more realistic-

and comprehensive validation plan should be proposed and implemented to ensure

the effectiveness of this nonlinear lumped-parameter model. This plan should

include a wide spectrum of excitation magnitudes (4g to log) and also

different excitation durations and shapes.

Although this model was developed for the A direction; the methodology is

the same for a simi-lar model in the other two directions. Similar validation

plans can be used to determine the effectiveness in the X and Y directions.

The same method can also be used on future spiral models of impact which

will also include the abdominal musculature and interaction of ribs with the

thoratic vertebrae. This will mean that more lumped masses should be

included, as well as more spring and viscous damping forces.

i

'4
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IN-VITRO MODELINC OF PERFIUJRO-N-DECANOATE EFFECTS ON ENZYME OF

FATIY ACID METABOLISM

by

Sanford S. Singer

ABSTRA: Rat liver carnitine acyltransferase, acyl-SCoA oxidase, acyl

-SCoA synthetase, & acyl-SCoA hydrolase were isolated by literature meth-

ods we modified as neeeded. The enzymes were examined, with palmitate &

laurate or palmitoyl-SCoA & lauroyl-SCoA substrates(where appropriate) to

model, in vitro, the basis for effects of perfluoro-n-decanoate (PFDA) on

fatty acid metabolism. We also attempted organic synthesis of PFDA-SCoA

for use in parallel enzyme studies. Methodologic difficulties complicated

many aspects of the work. Good progress was wade, considering funds avail-

able. Our present examination of PFDA effects on the test enzymes produced

useful data & provides a beginning for understanding in-vivo effects of

PFDA on lipid metabolism. As to:

(1) Carnitine kltransferase(CAT) Enzyme was prepared as reported

in the literature, with one modification of the isolation method. Six CAT

preparations were isolated, frozen at -25° C, & used over time periods

up to six months. They were quite stable(e.g., one preparation, reexamined

after 6 months, retained 75-85% of initial activity). Assay was optimized

for palmitoyl transfer to L-carnitine. Comparison showed lauroyl-SCoA to

be a better substrate than palmitoyl-SCOA. PFDA, at concentrations from

55 to 440 12M, activated acyl transfer from both substrates. It was a more

effective activator of palmitoyl transfer than of lauroyl transfer. Double

reciprocal plots gave typical data in the absence of PFDA. However, we

were unable to obtain K s(or activation constants) in the presence of PFDA

because PFDA turned CAT on to a maximum rate--regardless of the acyl-SCoA

level used as substrate-- & this rate was maintained until substrate gave

out. Later reexamination of CAT preparations showed that this exciting PFDA

effect of begins to disappear after 3 to 4 months of frozen storage. It

is likely that the effect is due to a conformation of CAT that eventually

disappears upon frozen storage.
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(2) Acy-SCoA Oxidase(AO) Enzyme was purified by combination of

aspects of two reported literature methods, required for success. Six AO

preparations were isolated, stored at -25
° C, & used over time periods

of up to four months. They were stable frozen(e.g., after 4 months one

preparation retained 65-75% of its initial activity). Thawed AO was very

unstable & usE. "equired addition of bovine serum albumin for assays. AO

assay was optimized--within its limitations--for palmitoyl-SCoA oxidation.

Comparison of 80 pM lauroyl- and palmitoyl-SCoAs showed lauroyl-SCoA to be

a better AO substrate than the C-18 acyl-SCOA(100% vs 69.0-6.5%). PFDA

inhibited AO action on both acyl-SCoAs, as follows. First, 440 )M PFDA in-

hibited oxidation of 80 pM palmitoyl-SCoA or lauroyl-SCoA 22 .3:2.3% or

53.2±4.3%, respectively. Stronger inhibition of 80 pM lauroyl-SCoA oxid-

ation was supported by observation that 36 pM PFDA inhibited it, but had

no effect with 80 pM palmitoyl-SCoA. PFDA was a competitive inhibitor of

palmitoyl-SCoA oxidation, KI = 318-58 pM. We could not obtain KI
values with lauroyl-SCoA. However, trends here supported PFDA inhibition

as being competive, with a low KI(possibly 1/3 that for palmitoyl-SCoA).

Problems encountered were high lauroyl-SCoA lability during the reaction &

the instability of the enzyme. This made kinetic study with lauroyl-SCoA

quite difficult.

(3) Acyl-SCoA Synthetase(AS) Five complete AS purifications were at-

tempted. The last two were unsuccessful because the final chromatography

step produced inactivate AS. Our efforts with the successful preparations

used palmitate & laurate. They were comparable substrates at 143 PM conc-

entrations. In contrast, AS did not convert appreciable amounts of PFDA to

PFDA-SCoA with 110 or 440 j1M PFDA substrate. However, 110 pM PFDA inhibit-

ed conversion of both fatty acids to acyl-SCoA. Inhibitions of palmitoyl-

and lauroyl-SCoA producticn--from 143 uIM substrate--were 70±16% and 88±20%,

respectively.

(4) AcyI-SCoA Hydrolase(AH) We were unable to demonstrate AH activity

in homogenates or partly purified enzyme preparations, using the spectrophot-

ometric assay methodology proposed. It may be possible to study AH in the

future, with an alternate radioisotope method. Time & budgetary constraints

precluded further effort here.
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(5) PFDA-SCoA Synthesis We attempted to prepare PFDA-SCoA for use in

enzyme inhibition studies to parallel study of the PFDA effect. The method

utilized was recommended to us as the best procedure available. Organic

synthesis was attempted 4 times, with absolutely no success. Efforts to

this end were dropped because: a. We noted that lauroyl-SCoA was much less

stable than palmitoyl-SCoA & thik was taken to indicate that PFDA-SCoA was

just too unstable for isolation. b. We found that rat liver acyl-SCoA syn-

thetase did not make an appreciable amount of PFDA-SCoA, so planned enzymo-

logic studies did not appear to be essential. c. Conference with another

researcher who had attempted the organic synthesis indicated a similar lack

of success.
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I. INTROrA rION

A. RELATIONENIP TO EFFORTS AT AAMRI/TH Ten-carbon, perfluorodecanoic

acid (PFDA) was recently found to be toxic. In recent years, a number of

related fluorinated chemicals, used in places including foam fire exting-

uishers & vascular fluid replacements, have also been shown to be toxic(see

IB). Air Force personnel may be exposed to such chemicals. Consequently,

evaluation of the extent of & basis for their toxicity is important.

The Biochemistry Branch of AANRLVTH is actively engaged in evaluating

the toxicology of PFDA & related chemicals & in toxicologic modeling of the

processes. Whole animal studies have been conducted with rats & other

species in which the pathology, variation in species mortality & altera-

tion of energy & lipid metabolism have been determined. These studies

suggest a central role for liver in the toxicity. It is presently unclear

what the basis for the response to PFDA is. However, it is clear that the

responses must involve enzymes of lipid metabolism.

Understanding of the enzymatic basis for changes of lipid metabolism

is likely to be obtained from examination of the enzymes involved in the

process. Also, appropriate utilization of in-vitro enzymology should add a

new dimension to screening chemicals deemed likely to operate like PFDA.

The advantages of such study over whole animal studies are simplicity &

amenability to experimental manipulation, lack of need for large numbers

of animals on a routine basis, cost advantages & diminished researcher risk

due to the smaller quantities of toxicant/reagent utilized for evaluation

processes. The use of in-vitro enzymology is complicated by limitation of

the exactitude of interpretation of the relationship to in-vivo situations,

where the information base relating to in-vivo concentrations of metabolic

products is not complete & needs for specialized equipment & personnel with

training in enzyme purification/enzymologic technique.

My enzymologic research interests & long experience in purification,

characterization & manipulation of enzymes suits me to carry out the effort.

This fits with the AAMRL/TH move to use of in-vitro technology, in addition

to whole animal studies, for toxicologic estimations.
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B. TEBINICAL BACNMWM: Perfluorocarboxylic acids & related compounds

have many industrial uses(1-3), including corrosion inhibitors, hydraulic

fluids, wetting agents, foam fire extinguishers, coatings that impart water

& oil resistance to paper & fabrics. Such uses have been predicated upon

their supposed inertness & lack of toxicity. Recent study(4-6) has shown

that perfluorinated carboxylic acids of chain length exceeding 8 carbons

are toxic. Perfluoro-n-decanoic acid(PFDA), CF3 (CF2 )8COOH, has been shown

to be one of the more toxic of these compounds in rats & other species(5,7).

Most toxicologic research on PFDA has been carried out with Fisher

344 rats. There, a single i.p. dose of 41 mg PFDA kills 50% of injected

rats. Toxic manifestations of PFDA(5,6) ressemble those of 2,3,7, 8-tetra-

chloro-p-dioxin. These include acute anorexia, extensive weight loss, test-

is & thymus atrophy, bone marrow depression, excessive liver size & disrup-

ted hepatic architecture. Both toxic agents also alter cellular lipid levels

in liver, relating particularly to early alterations of fatty acid levels

(8,9). Although the mechanism of the alterations is unclear, it appears

likely to include alterations of lipid metabolism.

To this end, it is already clear(lO) that PFDA leads to peroxisome

proliferation & large elevations of apparent acyl-SCoA oxidase activity

due to those organelles. Such enzyme elevation could alter production &

disposition of cellular fatty acids, as the enzyme will not use short

chain acyl-SCoA substrates(ll). Disruption of hepatic fatty acid metabo-

lism could disturb cell function, leading to the toxicity observed, by

altering the composition & properties of cellular membranes &/or altering

the availability of lipids for energy production, hormone production &

other cell processes.

PFDA itself could have disruptive effects on lipid metabolism, by

interacting with various enzymes involved. These interactions could cause

different activation or inactivation of various enzymes. Certainly, it has

been shown that PFDA is retained at high concentrations in hepatocytes for

30 days after initial insult with a 50 mg/kg dose(9). Also, PFDA appears

to be converted to a polar metabolite(9). This molecule may also contrib-

ute to PFDA action. Or, alternatively, it may be responsible for "late

effects" of PFDA, exerplified by a bimodal response of acyl-SCoA oxidase

described in a recent report(10).
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More information is required to explain the basis for lipotransfor-

mations resultant from PFDA administration. it would seem possible to model

the basis for the effects of PFDA & its polar metabolite, using purified

enzymes. Such modeling could enable us to ascertzin why observed alteration

of fatty acid metabolism occurred. It would also provide insight into met-

abolites to which PFDA could be converted.

C. INITIAL EFFORTS BY PRINCIPAL INVESTIGATOR

Commercially available, nonrat acyl-SCoA synthetase, acyl-SCoA oxidase

& carnitine acetyltransferase were studied in our efforts(during the 1988

SFRP)to model, in vitro, the basis for effects of perfluoro-n-decanoate

(PFDA) on fatty acid metabolism. We found that:

1) Pseudomonas Acyl-SCoA synthetase used palmitate, oleate, laurate &

decanoate as substrates to similar extents. However, it converted PFDA to

PFDA-SCoA very slowly. PFDA inhibited acyl-SCoA formation from the fatty

acids. The inhibitions appeared to be competitive. Palmitoyl-SCoA formation

was inhibited most & decanoyl-SCoA formation was inhibited least. Palmitcyl

-SCoA formation was inhibited up to 30% when the [PFDA]/[palmitatel was 4.

2) Candida Acyl-SCoA oxidase used palmitoyl-, lauroyl- & decanoyl-SCoA

as substrates. It preferred the smaller acyl-SCoAs. Inhibition of oxidation

of the C-10 & C-12 acyl-SCoAS by PFDA was more extensive than that of palm-

itoyl-SCoA. PFDA inhibition of decanoyl-SCoA & palmitoyl-SCoA oxidation was

examined & found to be competitive, with KIs of 5 9 3±150 uM & 76±6.0 pM.

3) Piqeon Liver Carnitine acetyltransferase used acetyl-SCoA as its best

substrate. Butyryl-, hexanoyl-, & octanoyl-SCoA were less effective substra-

tes than acetyl-SCoA. Transfer of all acyl groups to carnitine was inhibited

to a similar extent by PFDA. The KIs were 111±15 M & 76.0 28 pM with the

C-2 & C-8 acyl-SCoAs. Inhibition was competitive with acetyl-SCoA & noncompet-

itive with octanoyl-SCoA.

Our examination of the PFDA effects on the enzymes gave data that may

provide connections between isofunctional enzyrts of rat liver & in-vivo

effects of PFDA on lipid metabolism in rats. Study of effects of PFDA-SCoA

was tabled, as it was not available at AAMRL/TH during the SFRP.
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II. SMWARY OF PROPOSED RESEARC GOALS:

1. Examine the enzynology of & purify three or more of the following

rat liver enzymes: acyl(palmitoyl)-SCoA synthetase, acyl(palmitoyl)-SCoA

oxidase, carnitine acyl(palmityol)transferase, & palmitcyl-SCoA dehydrog-

enase by methods reported in the literature.

2. Test the purified enzymes to identify the effects of PFDA.

3. Examine the ability of rat liver acyl(palmitoyl)-SCoA synthetase

to make PFDA-SCoA in vitro.

4. Prepare PFDA-SCoA by organic synthesis & examine its effects as

as done for PFDA in goal 2, if justified.

5. Plan to examine, other crucial enzymes of fatty acid metabolism in

rat liver(e.g., acyl desaturase) & how to use the group of 7 or more

enzymes to assess the toxicity of potentially hazardous chemicals(e.g.,

CTFE) in in vivo studies.

III. STUDY OF CARNITINE ACYL(PAU4ITOYL)TRANSFERASE

A. MATERIALS AND METHODS

Supplies(all from Siqma CATs are involved in transport of acyl

-SCoAs across mitochondrial membranes. We studied the enzyme form that tran-

sports palmitoyl groups(& others down to lauroyl groups). Its study models

whether PFDA affects this transport in ways that help to explain observed

changes of fatty acid metabolism & energy production after PFDA. Supplies

needed are 5,5'-dithiobis-2-nitrobenzoic acid(DTNB), L-carnitine, palmitoyl

-SCoA, lauroyl-SCoA, tetrasodium EDTA, KH2PO4 , propylene glycol, & PFDA.

Assay, as shown below, uses reaction of HSCoA(freed by transfer of acyl

groups to carnitine) with DTNB to yield a yellow product, followed spectro-

photometrically at 412 nm.

Acyl-SCoA + Carnitine Acetyltransferase HS-CoA + Acyl-Carnitine

HS-CoA + NBA-SS-NBA Nonenzymatic 0 NBA-SS-NBA + NBA-SH(yellow)
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Solutions used:

Assay Buffer(.75 M KH2P04 ). Neutralize to pH 7.25 in .8 vol water,

dilute to desired vol & reneutralize. Store at 4 C. Use for up to 2 weeks.

Dilution Buffer Dilute assay buffer 1:10 & check pH. Use for making

all other solutions. Prepare as needed, store at 4 C, use for up to 2 weeks.

2.50 nmM Acyl-SCoA Prepare 5 mL of each acyl-SCoA by adding approp-

riate amounts of solid to 4.0 mL dilution buffer. Quickly neutralize to pH

7.25, bring to 5 mL & store frozen in 1 mL aliquots. Use for up to 2 weeks

(palmitoyl-SCoA) or 1 week(lauroyl-SCoA). Refreeze no more than twice.

10.0 mMi DNB Dissolve DTNB in 25 dilution buffer. The solution is

used for 2 weeks, or until it turns noticably yellow.

15.0 mM L-Carnitine Dissolve carnitine in .8 vol dilution buffer &

neutralize to pH 7.25. Bring to desired volume. Store at 4 C. Use for 2

weeks.

Enzyme Diluant Mix dilution buffer & glycerol 1:1 (v/v) & vortex.

Diluant is used for a month, stored in the freezer.

PFDA diluant This diluant, propylene glycol:dilution buffer: o

Triton X-100(2:1:1 by volume), allows use of PFDA in inhibitor study. It

is added to all reaction mixtures. It is stable for 1 month, frozen.

4.40 nI*PFDA This solution is prepared in PFDA diluant. Be sure to

vortex & allow the foamy solution to settle, to be sure that all PFDA dis-

solves. Then, neutralize to pH 7.25. Store & use for up to 1 month month

in the freezer. Dilute as needed for study. Store diluted samples similarly.

Be cautious this solution is not only toxic, but it causes skin burns.

The Enzyme Assay For each 4 reaction mixtures mix: .40 mL acyl-SCoA,

.40 mL DTNB, .80 mL assay buffer, 2.4 mL carnitine & preincubate at 25 C

for 5 minutes. Then, transfer .80 mL aliquots to cuvets. Compare cuvets to

a water blank at 412 nm in a spectrophotometer at 25 C. Next, add 0.10 mL

PFDA diluant or PFDA & between 0 & .10 mM enzyme(diluted as needed) or

enzyme diluant, to bring to a total volume of 1.00 mL Enzyme additions are

made last, 10 seconds apart, with immediate mixing. Then, readings are

taken at 2 minute intervals, for up to 14 minutes. The reaction rate is

constant for 8-12 minutes, depending on enzyme content.
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Basic Enzyme Purification The 2.5-day reported method(12) uses 60 g

liver from male rats(200 g BW), fasted overnight. Chemicals are from Sigma.

Solution preparation is not described, for the sake of brevity.

Livers are homogenized in 10 vol 0.25 M sucrose-5 mM HEPES buffer, pH

7.4(2 strokes with loose pestle), followed by centrifugation (1,500 x g,

10 min). Supernatant is then centrifuged(12,000 x g, 10 min) & mitochondrial

pellet is washed twice by the same centrifugation method. It is resuspended

in the same buffer at 40-50 g protein/mL. Digitonin(60 mg/mL in 5 mM Tris,

pH 7.4)is added to a concentration of 6 mg/mL(.12 mg/mg protein),followed

by bovine serun albumin to .5 mg/mL. Ten min after addition of digitonin 3

vol .25 M sucrose-5 mM Tris(pH 7.4),.5 mg/mL bovine serum albumin is added

The mixture is centrifuged(10,000 x g, 20 min). The pellet is resuspended

in 5 mL .1% Tween 80, .4 M KC1, .125 M tris, pH 8.0(Buffer A) & sonicated,

two 50 sec bursts, followed by centrifugation(48,000 x g, 10 min). The sup-

ernatant is saved. The pellet is suspended in 5 mL Buffer A, resonicated &

recentrifuged. The supernatants are combined & mixed with 10 mL saturated

AMS & stirred gently for 15 min, followed by centrifugation(48,000 x g,10

min). The pellet is redissolved in a minimum amount of Buffer A & applied

to a 1.5 x 60 cm column of Sepharose 6B equilibrated with Buffer A. Elution

follows with Buffer A. CAT-containing fractions are mixed with 1 vol satu-

rated AMS & centrifuged(48,000 x g,10 min). Pellet, dissolved in 5 mL Buffer

A is usable for 3 weeks.

B. RESULTS

1. Examination of the Enzyme Assay The procedure was that of Berg-

strom's group(12), modified as needed. Routine assay mixtures were saturated

with carnitine & acyl-SCoA. The great expense of the coenzymes limited our

study to palmitoyl & lauroyl-SCoA, chosen as long & short chain acyl-SCoAs

for comparison with our nonrat enzyme studies(Section IC). We obtained repro-

ducible data, adequate for all studies planned. Double reciprocal plots gave

useful data.

2. Enzyme Purification Efforts The 2.5 day preparation was repeated

six times, as just outlined, except that the digitonin step was omitted.

This was because a preliminary effort, carried out with digitonin, was not
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successful. As Bergstrom's group(12) has indicated that CAT on the inner &

outer mitochondrial membranes is kinetically identical, & we obtained purif-

ications within the reported range, this was deemed appropriate. Similar

purifications & yields were obtained with fasted or unfasted rats & with

200-400 g rats from AAMRI/TH.

3. PFDA Effect on Acyl Transfer from Palmitoyl-SCoA to Carnitine.

This was first examined with 200 piM palmitoyl-SCoA & 110 pM PFDA. Ten exper-

iments showed that the enzyme was activated by 75%(70.2t21% & 73.3'19% for

6 & 8 min time points, where v was constant for 8 min). Variation of the0

[PFDA] between 13.8 & 440 PM showed that effects were similar with all

concentrations from 110 pM up(e.g., Figure 1) & that a small effect was

obtained with 13.8.IM PFDA(Fig. 2).

(A) (B)

1.00 1,2,3 are 110,220, 1,2,3 are 110, 56,&
and 440 UM PFDA 13.8 jaM PFDA

2 Fig 1. Effect of
A Varying [PFDA] on

A412 3 CAT Activity With
200 LiM Palmitoyl-

2 SCoA. (A) With
[PFDA] 110-440 pi

No PFDA (B) With [PFDA]

13.8-110 
M.

0.
0 Minutes 10 0 Minutes 10

4. PFDA Effect on Palmitoyl Transfer with Varied [Palmitoyl-SCoA].

This study used 110 uM PFDA & varied [palitoyl-SCoA]. Numerous experiments

were carried out because the data appeared to be somewhat inconsistant at

first. The inconsistency was as follows. In most cases CAT appeared to be

turned on to nearly maximum levels by PFDA--regardless of palmitoyl-SCoA

levels--until substrate gave out(Figure 2A). CAT samples assayed simultane-

ously, without PFDA(Figure 2B) gave data that could be used to calculate

K s. This sugested an effect analagous to the control effect of choleram
toxin on translocase. However, a number of experiments with one CAT prepar-

ion gave data more like those without PFDA(compare Figures 2A & 2C). The
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inconsistancy now appears to be partly resolved, due to experiments with

all CAT preparations that have been stored for 3-4 months. This "old" CAT

gives data more like Figure 2C. It appears likely that storage modifies

CAT, so that it behaves more typically. However, data with PFDA still do

not allow estimation of K s or K IS. This effect of PFDA seems likely

to be important & it should be reinvestigated with great care, if funds

are available.

200 PM
1.00 (A) Contains PFDA (C) Contains PFDAM

* 200 puM

100 ).iM 6.
62.5 pM

S-37.5 pM

A41 2

0! (D) Minus PFDA

F (B) Minus PFDA
.oo 200 1M

1. 200 )pM
0000 uM

6.62.5 M

.4- - " 37.5 j1M

0
0 12 0 12

Minutes

Figure 2. Effect of VaryinQ [Palmitoyl-SCoA ] Activation of CAT by 110
pM PFDA. A & B represent most fresh preparations. C & D represent
the inconsistant fresh prepararion or 3- to 4-month-old preparations.

3. Comparison of Acyl Transfer from 200 0M Lauroyl- & Palmitoyl

-SCoAs to Carnitine. Here, we compared the rate of transfer of lauroyl &

palmitoyl groups from the two acyl-SCoAs. Five experiments showed that 200

piM lauroyl SCoA as a better substrate than 200 pM palmitoyl-SCoA, as the
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ratio of lauroyl to palmitoyl transfer was 1.99122. Figure 3 shows repre-

sentative data.

•500-

A412 Figure 3.Co.mparison of Lauroyl &422 Palmitoyl transfer by CAT.

// Palmitoyl-SCoA

0~
0 Minutes 12

4. Comparison of the effect of 110 uM PFDA on Lauroyl & Palmitoyl

Transfer from 200 uM Acyl-SCoAs via CAT There was a major difference in the

effect of PFDA on lauroyl & palmitoyl transfer. Fifteen experiments, all

CAT preparations with several different batches of each acyl-SCoA(e.g.,

Figure 4) indicated that PFDA activated lauroyl transfer less effectively

(33 12 %) than palmitoyl transfer(79-16%). However, one batch of lauroyl

-SCoA(4 experiments) behaved anomalously, showing inhibition by PFDA(42±9%).

It is not clear what the problem here was because the ratio of CAT activity

with the two acyl-SCoAs in the absence of PFDA was as described in the pre-

ceding section. When we called Sigma about this batch of lauroyl-SCoA, they

indicated that it was an very old

batch of the acyl-SCoA that "should not

have been sold", & replaced it at no .> 100
cost to us. This enigmatic occurrence led Palmitoyl-SCoA

to the assumption that the data may have
0

been due to some breakdown product of the 5y50 Lauroyl-SCoA
"old" acyl-SCoA, & we disqualified the a

Udata. In the future, the acyl-SCoAs from o

several vendors should be examined to

allow absolute identification of the 0 12

extent of the difference of the PFDA Minutes

effect on lauroyl & palitoyl transfer. Figure 4. Comparison of the
Effect of PFDA on Lauroyl &

Figure 4 shows data from a representative Palmitoyl Transfer.
experiment.
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5. The PFDA Effect on Lauroyl Transfer with Varied [Lauroyl-SCoA].

This study used 110 pM PFDA & varied [laurcyl-SCoA] between 63 & 200 )M.

Seven experiments were carried out. The data(not shown) were similar to

those with palmitoyl-SCoA. CAT appeared to be turned on to nearly maximum

levels by PFDA --regardless of lauroyl-SCoA levels-- until substrate gave

out. Again, CAT samples assayed simultaneously, without PFDA, gave data that

could be used to calculate Kms, while data taken with PFDA were not usable

in this way. Experiments with "old" enzyme were not carried out, & should be

done in the future.

IV. STUDY OF ACYL-SoA OXIDASE

A. MATERIALS AND NIEDS

Supplies(all from Siqma) The enzyme was used to model whether PFDA

affects acyl-SCoA oxidation in a way that could help to explain observed

alterations of fatty acid metabolism after PFDA. Palmitoyl-SCoA & lauroyl

-SCoA were t,. ted. The assay method is that described by Shimazu et al(13).

Supplies needed are palmitoyl-SCoA, lauroyl-SCoA, 4-aminoantipyrine, phenol,

horseradish peroxidase, KH2PO4, K2HPO4 . Assay is based on production of

a pink quinoneimine dye, as shown next, quantitated by increased 500 nm ab-

sorbance.

Acyl-SCoA + E-FAD Acyl-SCoA Oxidase. A2 -Enoyl-SCoA + E-FADH2

E-FADH2 + 02 Acyl-SCoA Oxidase, E-FAD + H202

Phenol+ 4-Aminoantipyine Peroxidase Pink Dye

2H202  4H2 0

Solutions used:

Buffer 1 (50 nM Potassium Phosphate, pH 7.5) Prepare 50 mM KH 2P04 &

50 mM K HPO in water. Mix aliquots of the 2 solutions as needed to prepare
2 4

1 L buffer at the desired pH. Store at 4 C for 3 weeks & discard.

Buffer 2 (50 mM Potassium Phosphate, pH 8.0) Use solutions described

for Buffer 1 preparation to make Buffer 2. Handle like Buffer 1.
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Color Reagent [0.79 mM 4-aminoantipyrine,11.0 mM phenol, Peroxidase

5 units/mL)] Add 4-aminoantipyrine, phenol & 500 U peroxidase to 100 mL cold

buffer 2 & dissolve. Use for up to 2 weeks, stored at 4 C.

Enzyme Diluant, Acyl-SCoAs, PFDA, & Fatty Acid Diluant Solutions are

prepared as described in III.

The Enzyme Assay Mix 2.50 mL color reagent with 0.15 mL of acyl-SCoA

& .35 mL Buffer 1. Incubate at 25 C for 5 min. Then, transfer .8 mL samples

of the mixture to cuvets & add 0.10 mL PFDA(or fatty acid diluant)as approp-

riate. Then add up to .1 mL enzyme &/or enough enzyme diluant to bring the

volume in each cuvet to 1.00 mL & mix. Take 500 ran readings every 2 minutes.

The assay proceeds at a constant rate for about 4 minutes.

Basic Enzyme Purification In brief, the 2.5 day reported method(14)

used 30 to 60 g liver from male rats(200 g BW), fasted overnigt. It was mod-

ified to yield the following method by adding the last step from(15) because

the similar last step in(14)did not work in our hands. Chemicals came from

Sigma. Solution preparation is not given, for the sake of brevity.

Liver is homogenized in 5 volumes of 50 mM Tris, pH 7.8(10 passes) &

centrifuged(17,000 x g,15 min). FAD is added to the supernatant to 25 )1M &

the solution is immersed in a 60 C bath, with gentle mixing, until 55 C is

attained. Stirring is stopped & the solution is kept immersed for 2 more

min. Then, it is cooled to 4 C on ice & denatured protein is removed by

centrifugation. (NH4 )2S04- AMS --is added to 30% saturation, slowly

with mixing. The resultant precipitate(after 5 min mixing) is removed by

centrifugation(15,000 x g) & the supernatant is brought to 45% saturation

with AMS(7 min) & stirred for 5 min. The precipitate, collected by centri-

fugation, is dissolved in 5 mL 10 mM K phosphate, pH 7.4(buffer I). This

solution is frozen overnight & thawed gently the next morning. It is then

applied to a 2 x 50 cm Sepharose 6B column equilibrated with buffer I-FAD

& eluted with Buffer 1-25 uM FAD. Four-mL fractions are eluted & those

containing enzyme are precipitated by adding AMS to 45% saturation. The

precipitate is collected by centrifugation & dissolved in 3 mL Buffer I.

It is stable at -20 C for 3 months.
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B. RESULTS

1. Examination of the Enzyme Assay The procedure was essentially

that of Shimazu(13), modified as needed. The routine assay mixtures were

saturated with 80,uM acyl-SCoA. The great expense of the coenzymes again

limited our study to palmitoyl & lauroyl-SCoA, chosen as long & short chain

fatty acyl-SCoAs for comparison with nonrat enzyme studies(see IB). We

obtained reproducible data, adequate for all studies planned & double re-

procal plots gave appropriate data. The most highly purified AO was diluted

with 10 mg/mL bovine serum albumin in Buffer I, before use, to stabilize

it. If this was not done the assays gave very erratic results.

2. Enzyme Purification Efforts The 2-day preparation was carried out

six times, as indicated in the preceding summary. The second column step

replaced the planned cellulose-phosphate colunn step(from 14) which took a

week to carry out in our hands & left us with inactive enzyme. The overall

preparation was expected to give a similar purification. We were unable to

assay the AO content of the first extract, due to color interference, &

could not quantify the total purification. However, initial & final protein

content of pools was as expected & the individual chromatography steps gave

expected purifications. Therefore, we assumed that our efforts produced AO

of expected purity. Future efforts should probably utilize a radioisotope

assay. We did not have funds for that purpose.

3. Examination of the AO Activity with Palmitoyl-SCoA or Lauroyl

-SCoA The assay method described in IVB1 was very reproducible. Duplicate

reaction mixtures differed by only a few %. AO was saturated with 80 MM

acyl-SCoA & exhibited zero order kinetics with the enzyme levels tested.

Reactions proceeded at a constant rate for 4 minutes, but the enzyme was

very unstable & had to be used immediately after storage, even with added

bovine serum albumin. Relative activities for 80 pM lauroyl- or palmitoyl

-SCoA were 100% or 69.0-6.5%(6 experiments with 3 different AD prepara-

tions).

4. Inhibition of 80 uM Palmitoyl-SCoA or Lauroyl-SCoA Oxidation by

PFDA Initially we tested 440juM PFDA. In separate experiments PFDA inhibi-

tion of oxidation(6 experiments) was 22.3-2.3% with palmitoyl-SCOA &
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53.2--4.3% with lauroyl-SCoA. So, PFDA appeared to be a better inhibitor

of oxidation of the short chain acyl-SCoA. This difference was supported by

examination of the ability of varying amounts of PFDA to inhibit oxidation

of the acyl-SCoAs. With lauroyl-SCoA, significant inhibition occurred with

36 gM PFDA. This [PFDA] did not inhibit palmitoyl-SCoA oxidation significan-

tly(5 experiments.). Figures 5A & 5B show the effect of varying the [PFDA]

on oxidation of palmitoyl- & lauroyl-SCoA, respectively. Fig 5C shows the

effect of 36 juM PFDA on the oxidation of both acyl-SCoAs.

.250 .(A) .(B) (C)

No PFDA P No PFDA
No PFDA No PFDA110 p14 PFDA. P + 36 uM

o 44 pMPFDg-~ 36 PiM PFDA /PFDA
440pM FDAL+ 36 u~M~I 110 piM PFDA PFDA

440 IM PFDA.

0 . ", , , , . • , , . .*" , , S - --- "

0 Minutes 20 0 Minutes 20 0 Minutes 20

Fig. 5. PFDA Effect on Oxidation of 80 uM Palmitoyl-SCoA & Lauroyl-SCoA
by A.In (A) PFDA content is varied, using 80 giM palmitoyl-SCoA. In (B)
the same experiment is carried out with 80 )iM lauroyl-SCoA. In (C) the
two acyl-SCoA are compared, using 36 pM PFDA.

5. The Nature of PFDA Inhibition of Oxidation of Palmitoyl- & Lauroyl

-SCoA We used 110 uM & 55 pM PFDA uM PFDA concentrations with palmitoyl- &

lauroyl-SCoA, respectively. These PFDA levels were expected to give 25-35%

inhibition with the highest acyl-SCoA levels tested. Double reciprocal plots

of palmitoyl-SCoA inhibition studies(e.g., Fig. 6) showed that PFDA was a

competitive inhibitor. The K, obtained was 318 58 uM(six experiments).

We were unable to obtain usable data with studies(12 experiments) carried

out with lauroyl-SCoA. However the trends observed in supported the effect

of PFDA on the short-chain acyl-SCoA as being competive, with a KI about

1/3 the value for palmitoyl-SCoA. We believe that the problem here due to
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the fact that lauroyl-SCoA is more labile than palmitoyl-SCoA. We have found

that it breaks down nonenzymatically during the reaction & that the rate of

breakdown varies with lauroyl-SCoA concentration. Due to the constraints of

the instability of the enzyme(allowing a 4 minute usable kinetic period) it

is not possible to carry out the complex experiment required to generate ad-

equate controls & still obtain appropriate kinetics. In the future, it would

be valuable to use a radioisotopic assay &/or to modify enzyme-handling

methods enough to find a way to prolongze it so the usable kinetic period.

50

+110 PM

1 PFDA Figure 6.Double Reciprocal Plot of
the Kinetics of PFDA Inhibition of

V 0  of Palmitoyl-SCoA Oxidation.

20NoPD

0 I/kalmitoyl-SCoA] 0.

V. S UDY OF ACYL-SCoA SYNTHETASE

A. MATERIALS AND METODS:

Supplies(all from Sicma Chemical Company) The enzyme was used to model

whether PFDA affects conversion of fatty acids to coenzyme A derivatives &

whether PFDA is converted to PFDA-SCoA. Palmitic & lauric acids were tested.

The assay is basically that described by Shimizu et al(16). Supplies needed

are pyruvate kinase-LDH, myokinase, coenzyme A, NADH, disodium EDTA, Triton

X-100, palmitate, laurate, phosphoenolpyruvate, disodium ATP, trizma base,

MgCl2. Assay is based upon reading 340 nm decreases due to NADH oxidation

as a consequence of:
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Fatty Acid + ATP + HSCoA Synthetase m Acyl-SCoA + AMP +PPi

ATP + AMP Myokinase 2ADP

2ADP + 2PEP Pyruvate Kinase. 2 ATP + 2 Pyruvate

2 Pyruvate + 2 NADH + 2H+ Lactate Dehydroa.- 2 Lactate + 2 NAD+

Solutions used:

Assay Buffer(200 imM Tris, 20.0 mM MqCI2..6H20, 2.00 mM Disodium

EDTA, .25% Triton X-100, pH 8.1) Add to .8 vol water: trizma base, MgCl2

disodium EDTA, Triton X-100. Bring to pH 8.1. Dilute to one vol & reneut-

ralize. Store at 4 C and use for one month.

ReaQent Buffer(100 mM Tris, pH 7.5) Add Trizma base to .8 vol water

& bring to pH 7.5. Dilute to 1 L. Reneutralize. Store at 4 C and use for 1

month.

0.25% Triton X-100 Mix Triton x-100 with water. Store at 4 C and use

for one month.

14.5 nM ATP(in 100 _M tris) Weigh 3.00-mg samples of ATP into test

tubes. Cover with parafilm & store in freezer. When needed, mix each sample

with 1.0 mL reagent buffer. Use for 3 days, stored on ice.

42.8 mM Phosphoenolpruvate(in 100 nm tris) Weigh 10.0-mg samples

of PEP into test tubes & handle like ATP.

Myokinase(100 U/mL in 100 mM tris,0.70 M EDTA) This is a suspension

in 3.2 M EDTA. Store as 50.iL samples in parafilm-capped tubes and dilute

to 100 U/mL as needed. Use for 4 days, stored on ice.

Pyruvate Kinase/Lactate Dehydroqenase Treat like myokinase, but store

as 200 pL aliquots. Dilute each with 800 uL reagent buffer.

5.00 mM CoenzyMe A,15.0 mM Dithiothreotol(in 100 nM Tris) Weigh 7.70

mg coenzyme A + 4.35 mg dithiothreotol into test tubes. Handle like ATP,

except that 2.00 mL reagent buffer is added to each sample

3.77 mM NADH Store 5.00 mg NADH samples like ATP. Dilute with 2.00

mL water.

1.10 niM Palmitic Acid(in 0. 125% Triton X-100-6.57 M propylene glycol

Store 3.00 mg samples of palmitic acid in 10-mL tubes at 4 C. As needed,

mix a sample with 4.5 mL propylene glycol & vortex well. Then, add 1 vol
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0.25% Triton X-100 & mix well. Use for 2 weeks, stored on ice.

The Enzyme Assay: Mix 4.00 mL assay buffer, 0.40 mL NADH, 0.20 mL

each ATP, PEP, PK/LDH, myokinase, coenzyme Vdithiothreotol. Incubate at 25

C for 5 min. Then, transfer 1.20 mL samples of mixture to cuvets. Compare

cuvets to a water blank at 340 nm in a spectrophotometer at 25 C. Nexct, add

0.1 mL enzyme diluant to one cuvet & 0.10 mL of enzyme to the other cuvet.

After mixing, equilibrate until the initial A 340 nm drop stops(6 min) and

add 0.10 mL palmitic acid & 0.10 mL fatty acid diluant each cuvet. Take A

340 nm readings at 2 minute intervals. The reaction rate is constant for

12-18 minutes.

Basic Enzyme Purification In brief, the 4 day reported method(17)

used 30 to 40 g liver from male rats(200 g BSW), fasted overnigt. All

hemicals came from Sigma. Description of solution preparation is not given,

for the sake of brevity.

Livers are removed and homogenized in 3 vol .25 M, sucrose pH 7.4(3

strokes of loose-fitting pestle). Homogenate is centrifuged(600 x g, 10

min).The supernatant is recentrifuged(13,000 x g, 20 min). The 13,000 x g

supernatant is centrifuged(230,000 x g,1 hr) and the microsomal pellet is

saved. It is washed with a vol .25 M sucrose by resuspension and recent-

rifugation. Microsomes are suspended in 84 mL 5 uW Triton X-100(TRI), 50

WM K phosphate, pH 7.4, 5 mM mercaptoethanol(MERSH), 1 r,. EDTA. After 1 hr

the mixture is centrifuged(230,000 x g, 1 h). The supernatant is diluted

with 400 mL 2 mM TRI, 5 mM MERSH and applied to a I x 18 cm column of Blue

Sepharose equilibrated with 20 mM K phospate, pH 7.4, 2 mM TRI, 5 mM MERSH

(Buffer A). The column is washed with 5 column vol Buffer A,followed by 5

column vol Buffer A, 10 mM A'P. The column is eluted with Buffer A, 10 nM

ATP, .8 M NaCJ(5 mL/h). Three-mL fractions are collected. Enzyme elutes as

a 25 iwL peak. This is mixed with .7 vr. 50% polyethylene glycol and stirred

for 30 min. The resultant precipitece is collected by centrifugation(23,000

x g, 30 rain) and homogenized in 5 mL 20 mM K phosphate, pH 7.4, 5 m;M TRI,

5 ;mM MERSH. It is mixed,30 min, ind centrifuged as before. The purified

enzyme R.. ' stored for 2 months at -30 C.
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B. RESULTS

1. Acyl-SCoA Synthetase Assay With Palmitate as Substrate The method

modified the procedure of Shimazu et al(15). Its reproducibility was good,

as duplicates differed by only 5%. The assay exhibited zero order kinetics

with 146 pM palmitate & 83.5 pTM coenzyme A. The reaction rate was con-

stant for 12-18 minutes.

2. Enzyme Purification Efforts The 4-day preparation was carried out

six times. Preparations 2-4 provided usable enzyme. The Blue Agarose step

yielded inactive enzyme in preparations 5 & 6. We did not carry out a

seventh preparation because we saw no reason why a third attempt would

succeed; because of budget constraints; & because it was unlikely that

additional obtainable data(within the grant period) would add significant-

ly to the information we had obtained. Purification appeared to be as

expected. It was not quantitated because the spectrophotometric assay did

not work imtil after microsomes were treated with detergent. Data with

enzyme from that point on were in the expected range. Future efforts using

an alternate radioisotopic assay should be carried out as the budget allows.

3. PFDA as Substrate for Acyl

-SCoA Synthetase Here, 110 p M PFDA,

440 pM PFDA & 146 pM palmitate were

compared. The data from four exper- .500

iments with both PFDA concentrations

were similar(e.g., Figure 7, with

440 pM PFDA). The probable maximum

amount of PFDA-SCoA that could be A340

expected to be produced was % as

much as the amount of palmitoyl-SCoA 
1 M/

made with 146 uM palmitate. The very

low activity of the enzyme with 0-440 pM P A

PFDA was not due to inhibition of 0 18

the coupled enzymes used to visual- 
Mnutes

ize the catalyzed reaction, as shown

by our earlier studies(IC). Fig.7 Palmitate & PFDA as Acal-SCoA
Acyl-SCoA Synthetase Substrates
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4. PFDA Effects on Formation of Palmitoyl- & Lauroyl-SCoAs. These ex-

periments were not as extensive as planned because the enzyme isolation

stopped working after we had carried out only 3 successful preparations. In

our effort here, we first compared the ability of 143 .uM palmitate and 143

JuM laurate to support acyl-SCoA formation. We found that their relative act-

ivities(3 experiments) were 100% and 95.1±5.1%. Next, we tested the ability

of 110 gM PFDA to inhibit conversion of each fatty acid to acyl-SCoA. It

apperared that the production of palmitoyl- and lauroyl-SCoAs were inhib-

ited 70 16%(4 experi.nts) and 88;20% with laurate(3 experiments). It

is regrettable that we were not able to obtain more data, because the rat

enzyme appears to be more sensitive to PFDA than the nonmanmalian enzyme we

studied earlier. It may thus be valuable to continue these studies in the

future. Figures 8A and 8B give representative data. The dashed lines shown

represent the extent of the inhibition we would have expected with the

nonrat enzyme. Also, note that these experiments were careied out at dif-

ferent times. They were chosen for comparison here because similar amounts

of lauroyl- or palmitoyl-SCoA were produced in the absence of PFDA and so

they are deemed the best comparison we have, presently.

.300 (A) (B)

A340 No P No PFDA,

a.+ PFDA

0 Miutes 18 0 Mintes 18

Fig. 8 The Effect of 110 pM PFDA on Formation of Acyl-SCoAs from
146 LM Palmitate(A) or Laurate(B).
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5. Kinetic Examination of Inhibition of Palmitoyl-SCoA We examined

the effect of 18 juM PFDA(this gave 25-30% inhibition with 146 PM palmitate)

on palmitoyl-SCoA forration with differing amounts of palmitate. Six exper-

iments were attempted. Ihe amount of enzyme activity seen with [palmitate]

that allowed us to see changes in the inhibition was so low that the data

were inconclusive. Not only could we not obtain K s here, but at usable

palmitate concentrations the enzyme inactivated. If the fifth and sixth

enzyme preparations had worked, we would have pursued the study. Such stud-

ies will have to await future efforts.

VI. STDY OF PALMITOYL-SCoA HYDROLASE

A. MATERIALS AND METHODS

Supplies & Assay(all from Sigma) Modeling this enzyme, which releas-

es palmitate and other fatty acids from acyl-SCoAs may help to explain

fatty acid buildup due to PFDA. The assay is similar in principle to that

of carnitine acyltransferase(IIIA). It us.s reaction of HSCoA, released by

hydrolase action, with DTNB & the yellow product is quantitated at 412

nm. The 1.5 mL assay mixtares(18)contain 45 minol HEPES(pH 7.5) 1.5 pmOl

EDTA,.45 pmol DTNB, 60 nmol palmitoyl-SCoA, 0.37 mg bovine serum albumin.

Reaction mixtures minus enzyme(l.3 mL)are incubated at 25 C & compared

to a water blank. Then, enzyme or diluant is added and 412 nm absorbance

is read. The procedure--except for reagent concentrations--is very similar

to the carnitine palmitoyltransferase assay & will not be discussed further.

Basic Enzyme Purification This method(18) uses 5 male rats, fasted

12 hr. Livers are homogenized in 10 vol .25 M sucrose,5 mM HEPES, pH 7.4

(2 strokes with loose fitting pestle).Homogenate is centrifuged(1,500 x g,

10 min)and supernatant is recentrifuged(12,000 x g, 10 min). The mitochon-

drial pellet is washed with 4 vol buffer and resuspended in enough buffer

to give 40-50 a protein/mL. Digitonin(60 mg/mL in .25 M sucrose, pH 7.4

4s added to give 120 pg digitonin/mg protein, followed by bovine serum

albumin to .5 mg/mL. Ten min later 3 vol .25 M sucrose, 5 mM Tris(pH 7.4)

.5 mg/EL bovine serum albumin is added. The mixture is centrifuged(10,000

x g, 20 min). The pellet is resuspended in 10 mM HEPES, pH 7.4, sonicated
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(20 juM, 30 sec, MSE 150 W Sonifier) and centrifuged(100,000 x g,l br).

Supernatant is used inmediately or stored for up to 30 days frozen before

use for additional purification.

B. RESULTS

Examination of the Enzyme Assay and Enzyme Purification The procedure

was attempted under a wide variety of conditions that will not be described

here. Rats from both our colony and from AAMRL/TH were used. Enzyme assays

were carried out with samples from all stages in the preparation. We did not

find enzyme activity in any of them. It may be that better results can be

obtained in the future with a radioisotopic assay.

VII. EFFORTS AT ORGANIC SYNTHESIS OF PFDA-SCoA

A. MATERIAIS AND METHODS

Supplies(from Siqma/Aldrich) Perfluorodecanoic acid(PFDA), n-hydroxy-

succinimide, dry ethyl acetate, dicyclohexylcyclocarbodimide, ethanol, thio-

glycolic acid, coenzyme A, dry tetrahydrofuran, perchloric acid, acetone,

Synthetic Method This method, reported for synthesis of hexade=anoyl

-SCoA (19, 20) and recommended to us for PFDA-SCoA synthesis, was carried

out in two steps.

Step 1: Synthesis of the N-hydroxysuccinimide(NHS) ester of PFDA by the

Exact Method used for NHS-Hexadexanoate PFDA(3 rmml) is added to 3 rmol NHS

in 15 mL dry ethyl acetate. Then, dicyclohexylcarbodiimide(3 reol) in 5 mL

dry ethyl acetate is added & reaction is carried out at 250 C, overnight.

Dicyclohexylurea formed is removed by centrifugation & supernatant is conc-

entrated under reduced pressure, to yield white crystals which are recrys-

tallized from ethanol. NHS ester(yield, 91% with hexadecanoate)is identified

by thin layer chromatography in chloroform.

Step 2: a. Coenzyme A(50 mg) in 3 mL water is mixed with .5 mmol thiogly-

colic acid & 2 mmol NaHC0.. To this solution is added 2 mmol of NHS ester

in 6 mL tetrahydrofuran(just distilled from LiALH4 ). The solution is mixed

for 4 hrs & 5% perchloroacetic acid(12 mL) is added to precipitate acyl-SCoA

and side products. The mixture is then conce .Ldted by flash evaporation,
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precipitate is collected by centrifugation, & side products are removed by

washing with 25 mL .8% perchloric acid.

b. This is followed by sequential extraction with four 15-mL portions of

acetone & three 10-mL portions of ethyl ether.

c. The white residue is then extracted with three 4-mL portions of water,

reprecipitated with 6 mL 5% perchloric acid, washed with 10 mL .8% perchlor-

ic acid, & then with three 5-mL portions of acetone. The final yield is 50

mg(of hexadecanoyl-SCoA).

B. RESULTS

Preparation of PFDA-SCoA The reaction sequence was attempted four

times. Each time Step 1 yielded about k the suggested yield. At the end of

Step 2b all of the perchlorate precipitate had redissolved & thus there was

no evidence that any PFDA-SCoA had been produced.

VIII. DISCSSION

A. RESULTS DURIM SFRP In rats given 50 mg/kg PFDA, hepatic toxicant

levels quickly at 500 )M. Hepatic fatty acid levels(particularly, oleate &

palmitate) are elevated quickly. Cell membranes soon become more fluid, less

permeable and less fragile. These occurrences are deemed important to PFDA

toxicity. As changed liver lipid enzymology could be important to the toxic

response mechanism, our first effort(IC) examined PFDA interaction with

central, fatty acid-metabolizing enzymes available in purified form, Pseudo-

monas acyl-SCoA synthetase(pAS), Candida acyl-SCoA oxidase(cAO) & pigeon

muscle carnitine acetyltransferse(pCr). Questions asked were: 1) Is PFDA-SCoA

made via pAS? 2) What is the effect of PFDA on activation of long-chain

fatty acids(oleate & palmitate) & shorter-chain fatty acids(laurate & deca-

noate)? 3) How does PFDA affect action on palmitoyl-, lauroyl- & decanoyl

-SCoA of cAO & pCr? Effects observed provided inferences that made it seem

worthwhile to purify the rat enzymes for study. These were:

Acl-SCoA synthetase(pAS) made little PFDA-SCoA slowly, compared to pal-

mitoyl- or decanoyl-SCoA, suggesting that PFDA-SCoA might only be made
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slowly by rat AS. However, PFDA inhibited palmitoyl-, oleoyl-, lauroyl- &

decanoyl-SCoA formation. C-18 acyl-SCoA formation was affected most. The

data, extrapolated to rats, suggest that inhibition rat AS could lead to

elevated palmitate & oleate levels as well as to less long-chain acyl-SCoA

available for energy formation &/or membrane lipid synthesis. PFDA is prob-

ably a competitive inhibitor of pAS, so [PFDA]/[fatty acid] are important

(e,g.,[PFDA]/[palmitate]= 4 gave 30% inhibition of palmitoyl-SCoA formation).

With 500 uM PFDA in liver, significant inhibition could be expected with up

to 300 uM palmitate. The total of the 6 major fatty acid levels in normal

liver averages 25 nM(9). Because [PFDA]/[major fatty acids] is thus .02, it

would seem that PFDA inhibition of rat AS is potential, not actual, if it is

like pAS. However, pAS & rat AS may not be similar & rat AS sl ould be tested.

Examination of rat AS will also clarify whether PFD-SCoA, unavailable during

my SFRP, is made in rats & the rate at which it is made?

Acyl-SCoA oxidase(cAO) mediated oxidation of palmitoyl-, lauroyl- & dec-

anoyl-SCoA was inhibited by PFDA. Inhibition with palmitoyl-SCoA was much

weaker than with lauroyl or decanoyl-SCoA. The effect with palmitoyl- &

decanoyl-SCoA was competitive inhibition, KIs 593 150 and 76±6.0 pM.

Again, [PFDA]/[substrate] determines the extent of inhibition. Consequently,

to acertain the relevance of the PFDA effect in vivo, it is necessary to

know that acyl-SCoA levels in rat liver are(21) 125 uM. As maximum early

PFDA levels in liver are about 500 uM, [PFDA]/[long chain acyl-SCoA] is near

4. This could be expected(from our data) to give 40% inhibition of palmitoyl

-SCoA oxidation & almost complete inhibition of oxidation of shorter acyl

-SCoAs. If rat AO is similar, oxidation of palmitoyl-SCoA(& perhaps other

long chain acyl-SCoAs)could be less extensive than usual & might diminish

energy production from fatty acid oxidation. In addition, oxidation of long

-chain fatty acids would cease almost entirely once C-10 or C-12 acyl-SCoAs

were produced. Not only would this diminish energy production, but shorter

acyl-SCoAs could accumulate & be incorporated into complex lipids more ex-

tensively, contributing to observed changes of properties of membranes and

other complex lipids.

Carnitine acetyltransferase(pCr) mediated transfer of acetyl butyryl,

hexanoyl & octanoyl groups from acyl-SCoAs to carnitine was inhibited by

108-27



PFDA. A [PFDAJ/(acyl-SCoA] of .40, diminished hexanoyl & acetyl transfer

by 49.2±5.5% & 43 .4t. 70%. Inhibition of acetyl transfer was competitive,

KI 111±15 jaM, so the basis for acetyl-transfer inhibition by PFDA is

[PFDA]/[substrate]. If pCr models long-chain carnitine acyltransferases

appropriately, then 500 uM PFDA in livers of treated rats would cause signi-

ficant acyltransferase inhibition even if 2 nM acyl- or acetyl-SCoA were

present. Thus, it seems possible that in vivo, PFDA effects in rat liver

might ac- to minimize acetyl & other acyl transfer across mitochondrial mem-

branes & diminish energy production/other important aspects of fatty acid

metabolism/utilization. Even, if the noncompetitive inhibition of octanoyl

transfer we observed is the rule for longer acyl-SCoAs, its 76.0t28 pM KI

would indicate that PFDA was a potent inhibitor of utilization of acyl-SCoA

& have similar consequences.

B. RESULTS D. IW THIS GRA~( PERIOD The overall goals of the project

were to 1) Examine the enzymology of & purify, by methods reported in the

literature, three or more rat liver enzymes viewed as important to action

of PFDA therein. 2) Test the purified enzymes to identify the effects of

PFDA. 3) Examine the ability of rat liver acyl(palmitoyl)-SCoA synthetase

to make PFDA-SCoA. 4) Prepare PFDA-SCoA by organic synthesis & examine its

effects as done for PFDA, if justified. 5) Plan to examine, other crucial

enzymes of fatty acid metabolism in rat liver(e.g., acyl desaturase) & how

to use the purified enzymes to assess toxicity of potentially hazardous

chemicals.

Our results related to goals 1 - 3 are considered together. There, we

achieved success with three enzymes. The data were interesting and allowed

us to extend our understanding of the enzymes to rat liver, as 'follows:

Carnitine Acyltransferase(CAT) was purified--essentially as reported in

the literature(IIIA, IIIB2)--& preparations were examined kinetically. Meth-

odology was designed for optimum use in study PFDA effects on palmitoyl

and lauroyl transfer from the acyl-SCoAs to carnitine. The effect of PFDA

here was very different from the competitive inhibition of acyl transfer

from short chain acyl-SCoAs observed with pigeon muscle carnitine acetyltran-

sferase(IC3, VIIIA). With CAT, 55 to 440 uMPFDA activated acyl transfer from
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either substrate. PFDA was a more effective activator of palmitoyl trans-

fer than of lauroyl transfer. We could not obtain K s or activation cons-

tants because PFDA turned CAT on maximally--regardless of the acyl-SCoA

level used as substrate-- & this rate was maintained until substrate gave

out(e.g., Figure 2). This effect is reminiscant of the action of cholera

toxin on adenyl cyclase(22). It is interesting that later reexamination

of CAT preparations showed that the PFDA effect began to disappear after 3

to 4 months of frozen storage. It is likely due to a conformation of CAT

that disappears on storage.

The PFDA effect on CAT would be expected to occur in rats given toxic

doses of the perfluoroacid & may be related to abnormal lipid metabolism

seen in those animals if expected differences of the effect on acyl-SCoAs

of varying chain length occur. The overall effect here might be unequal

transport of acyl groups across the mitochondrial membrane that could

uncouple normal energy production and other aspects of lipid metabolism.

The effect should be studied in greater depth in the future.

AqI-SCoA Oxidase.lD2 was purified by combination of aspects of two

reported literature methods required for success(IVA, IVB2). AO assay was

optimized--withir ita limitations--for palmitoyl-SCoA oxidation. AO was

very similar to the equivalent enzyme from Candida(IC3, VIIIA) in substrate

preference & the effect of PFDA. Lauroyl-SCoA was a better substrate than

palmitoy-SCOA(10V% vs 69.0-A6.5%). PFDA inhibited AO action on both acyl

-SCoAs, as follows. First, 440 pM PFDA inhibited oxidation of 80 pM palm-

itoyl- & lau:'oyl-SCoA 22.3 + 2.3% & 53.2 4.3%, respectively. Stronger

effects of PFDA on lauroyl-SCoA oxidation were supported by observation

(Figure 5C) that 36 pM PFDA inhibited oxidation of 80 pM lauroyl-SCoA but

not that of 80 pM palmitoyl-SCoA. PFDA was a competitive inhibitor of palm-

itoyl-SCoA oxidation, KI = 318t58 pM. We could not obtain KI values

with laurcyl!-SCoA. However, trends supported PFDA inhibition as competive,

with a KI about 1/3 that for palmitoyl-SCoA.

Thus, it appears that the [PFDA/[substrate] determines the extent of

inhibition. Because hepatic long-chain acyl-SCoA in rat liver is reportedly

125 juM( 2 1 ) and maximum early PFDA levels in liver are about 500 'UM the

[PFDA]/[total long chain acyl-SrCA is near 4. This would be expected to
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give 40-50% inhibition of palmitoyl-SCoA oxidation and completely inhibit

oxidation of shorter-chain acyl-SCoAs(e.g., lauroyl-SCoA). Such effects

could lead to diminished oxidation of palmitoyl-SCoA(& perhaps other long

chain acyl-SCoAs) and diminished energy production from fatty acids. in

addition, oxidation of fatty acids would be expected to almost cease once

C-12 acyl-SCoAs were made. Not only would this diminish energy production,

but shorter acyl-SCoAs might accumulate and be incorporated into complex

lipids more extensively. In turn, such incorporation could contribute to

observed changes of properties of membranes and other complex lipids.

Acyl-SWA Syntbetase(AS) was purified by a reported literature method

(VA, VB2) and its assay was optimized for palmitoyl-SCoA synthesis. The

enzyme was similar to that from Pseudomonas(IC), except that it was more

sensitive to PFDA. Palmitate & laurate were comparable substrates. In

contrast, AS did converted even less PFDA to PFDA-SCoA with 110 or 440 PM

PFDA substrate(Figure 7) than did the bacterial enzyme. However, 110 PM

PFDA inhibited palmitoyl- and lauroyl-SCoA production from 143 PM subs-

trate by 70'16% and 88+20%, respectively. This inhibition(Figure 8)

was much stronger than that observed with the pseudomonas enzyme(IC, VIIA).

It is unfortunate that technical difficulties prevented us from proceeding

with additional planned studies because t~he greater sensitivity of the rat

enzyme to PFDA supported its possible importance in the PFDA effect. This

enzyme should be studied more extensively in the future.

Our efforts concerning goals 4 and 5 will be considered next. We attem-

pted to prepare PFDA-SCoA for use in enzyme inhibition studies to parallel

study of the PFDA effect. The method utilized(19,20) was recomrended to us

as the best procedure available. However, we had absolutely no success with

it. Our efforts to this end were dropped for several reasons. First, we

noted that lauroyl-SCoA was much less stable than palmitoyl-SCoA & this was

taken to indicate that PFDA-SCoA was just too unstable to isolate. Second,

we found that rat ver ac "l- r c.nhet__ did not make an appreciable

amount of PFDA-SCoA, as just stated, so planned enzymologic studies with

this chemical did not appear to be essential. Finally, conference with an-

other researcher who had attempted the organic synthesis indicated a similar

lack of success.
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As to goal 5, "planning to examine, other crucial enzymes of fatty acid

metabolism in rat liver(e.g., acyl desaturase) & how to use the group of

seven or more enzymes to assess toxicity of potentially hazardous chem-

icals", it is just too soon to do this. However, the studies just carried

out support the eventual importance of this goal.

IX. RECO4M MC1NS FOR AIDITINAL STUDY -This assumes additional funding

by AFOSR.

1. Complete study of rat liver acyl-SCoA synthetase to allow exact

identification of its imortance.

2. Purify and study rat liver palmitoyl-SCoA dehydrogenase and

palmitoyl-SCoA hydrolase, as originally planned.

3. Identify the inhibitory effects of PFDA-SCoA on all of the five

enzymes if it is shown to be justified and if PFDA SCoA can be made.

4. Plan to examine, other crucial enzymes of fatty acid metabolism

in rat liver(e.g., acyl desaturase) and how to use the group of 7 or more

enzymes to assess the toxicity of potentially hazardous chemicals(e.g.,

CTFE) minimizing in vivo studies.
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ABSTRACT

Based on the conceptual work of Ford (1988), this research focused on developing

methodologies for examining the training content validity and training efficiency

of the Aerospace Ground Equipment (AGE) Airmen Basic-in-Residence training

program. Three objectives were met in this research project. First, a

methodology was developed to identify the training content domain. Results

indicated that the domain could be defined in terms of 105 task statements.

Second, a methodology was developed and information collected from AGE training

instructors on how much emphasis is actually placed on each task trained. Third,

the Matching Technique (Ford & Wroten, 1984) was used to identify tasks that might

be over- or undertrained. Based on this work, recommendations are given on

incorporating performance information to more fully address training efficiency

issues.
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I. INTRODUCTION

The design of Air Force technical skills training courses is based on a

five step Instructional Systems Development (ISD) model. This ISD process which

guides the development and revision of technical training programs includ-J the

following steps: (a) analyze system requirements; (b) define education and

training requirements; (c) develop objectives and tests; (d) plan, develop, and

validate instruction; and (e) conduct and evaluate instruction (AF Manual 50-2,

1979).

The final step in the ISD process specifies that a thorough evaluation of

the training program must be conducted. Although evaluation is a critical step in

the ISD model for developing a continuously evolving and refining training

process, it often receives the least attention.

There are at least five distinct purposes for conducting training

evaluation, each corresponding to specific questions that may be asked of a

training system (Ford, 1988): (1) is the training course content job relevant?;

(2) are certain tasks over- or undertrained?; (3) did the trainees learn the

material or meet the training objectives?; (4) are graduates able to perform their

jobs?; and (5) does performance during training predict on-the-job performance?.

Decision makers may be interested in answering one or more of these evaluation

questions. Evaluation systems must be developed that collect and analyze the

information needed to address the questions that decision makers are interested in

answering. The quality of the information gathered to address each question can

have important implications for improving the quality of the training system.
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II. OBJECTIVES

The specific objective of this research was to examine content validity (is

the training course content relevant?) and training efficiency (are certain tasks

over- or undertrained?) for the Air Force Airman Basic-in-Residence (ABR)

technical training courses. The Aerospace Ground Equipment (AGE) specialty was

used to develop and apply a methodology that addresses these evaluation issues.

The AGE career field was chosen for study as it represents a field in which a

large number of personnel are trained per year in the ABR course and the course

has remained fairly constant over the last five years. This allows for a more

detailed examination of the content validity and training efficiency issues.

The conceptual models of Ford (1988) indicate that there are three key

requirements that need to be met to address issues of content validity and

training efficiency. First, the job and training content domains (e.g., what

tasks are performed on the job and what tasks are trained in the technical skills

programs) must be defined using the same type of information (e.g., either task

statements or knowledge and skill statements). Second, the emphasis that should

be placed on a task during training and the emphasis actually placed on each task

during training must be identified. Third, the information collected must be of

high quality so that it is an accurate reflection of the jn!b and training domains.

An analysis of the Air Force training evaluation system for the ABR courses

reveals that the content validity question is answered at the general task level

(i.e., the Specialty Training Standards task level) rather than the more detailed

task level (i.e., the Occupational Survey Report (OSR) task statement level). The

analysis also revealed that there is no 3ystematic collection of training emphasis

information in terms of OSR task levels which would allow for the examination of

the training efficiency issues.

Based on the conceptual models developed (Ford, 1988) and the analysis of
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the Air Force ABR training system (Sego, 1988), a three step research plan was

designed. The first step was to develop a methodology to identify OSR task

statements that are trained in the AGE ABR course. Based on the information

collected in the first step, the second step was to develop a methodology to

collect information on how much emphasis is placed on each task trained in the AGE

ABR course. Using the information collected from the first two steps, the third

step was to link OSR emphasis information with the training emphasis information

obtained in this project to determine tasks which may be over- or undertrained.

The results for each research step are reported separately. This includes the

methodology developed to collect and analyze the information required as well as

the results of those analyses.

III. STEP 1: IDENTIFICATION OF TRAINING CONTENT DOMAIN

The first step in the research plan was to identify OSR task statements

that are actually trained in the AGE ABR training course. The output from this

step is the foundation for the next two steps in the research plan. Therefore,

much effort was placed on developing a systematic and comprehensive methodology

for accurately identifying the training content domain.

The last OSR for AGE was completed in 1983. The OSR indicated that there

were 615 tasks that describe the AGE career field. Not all 615 tasks are trained

in the AGE ABR course. Therefore, the first phase of Step 1 was to separate tasks

into two categories or lists; those that are likely to be trained in the current

AGE ABR course and those that are not trained.

Two sources of information from the Training Extract were used to separate

the tasks into these two lists. The first source was Report Number 2 that matches

OSR survey data with the AGE Specialty Training Statements. All OSR tasks linked

to STS statements, which have a skill level 3 course requirement, were placed into

the preliminary "training content" list. The second source was Report Number 6
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that reports the percentage of first enlistment airmen who perform each task.

Tasks reported to have been performed by more than 30% of the Airmen during their

first enlistment and not identified in the linkage of the STS and OSR were added

to the preliminary "training content" list. The resulting list of 192 tasks was

put into a questionnaire labeled the "Training Content Domain" (see Appendix A).

The remaining 423 tasks in the AGE career field were included in a second

questionnaire labeled "Additional Job Content Domain" Tasks (see Appendix B).

These two questionnaires were sent to the AGE ABR Training Development

Branch (TDB) at Chaunute AFB. Two TDB SMEs were chosen because of their

experience and knowledge of the entire AGE ABR course. The two SMEs were asked

to independently review the tasks from both lists and to detezmine if each task is

currently taught in the AGE ABR course. If the SME considered the task to be

taught, he/she also identified in wh-ch block(s) the task is taught.

In the AGE ABR course there are 11 instructional blocks. These 11 blocks

are placed into 5 general areas of instruction. Instructors are assigned to an

area of instruction and train one group of trainees for the entire area. Block

information was important for linking OSR task information to the Plan of

Instruction as the POI is divided into blocks.

The questionnaire responses were analyzed for inconsistencies between the

two SMEs. The researchers went to Chanute AFB to discuss and resolve the

inconsistencies with the SMEs. The two SMEs were presented those tasks in which

there was disagreement. There were two possible areas of disagreement: (a) was

the ta taught or not taught in the ABR course; and (b) if taught, which block(s)

of instruction is the task taught.

There were 16 tasks in which the SMEs failed to agree as to whether the

task was or was not taught as part of the ABR course. More inconsistency was

found in regards to which block the tasks were trained. Nevertheless, most of the
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inconsistencies were eliminated when considering the Area of Instruction level

rather than the more specific block level of analysis. Given, that instructors

teach an entire area to a group of trainees, the appropriate level of analysis is

the Area level.

The results from the questionnaire and subsequent consensus judgment

meeting with the SMEs revealed that the SMES deleted 101 tasks from the "Training

Content Domain" list. Eight tasks from the "Additional Job Content Domain" list

were added to the Training Content Domain list which resulted in a list of 99

tasks that are most likely taught in the AGE ABR course. Disagreements on which

block of instruction a task was taught were resolved through an examination of

course documents. This process resulted in two sets of information. First, the

training content domain was tentatively identified at the OSR tak level of

specificity in terms of 99 task statements. Second, the list of 99 tasks were

separated into the five areas of instruction. This provided a task matrix for

each area in the AGE ABR training course.

Instructional Area 1 was found to have the least amount of OSR tasks being

trained (N =12), while Area 3 had the greatest number of tasks taught (N =53).

Area 2 had 30 tasks assigned, Area 4 had 27 tasks and Area 5 had 19 tasks. Some

tasks are taught across multiple areas so that the number of tasks add up to more

than 99.

Each AGE instructor received a survey that was appropriate to their area of

instruction. In addition to emphasis judgments to be described below, the

instructors were asked to independently check off those tasks that they teach in

their area of instruction. The instructors were also given the opportunity to

write in additional tasks that they teach that were not on the list.

The results of the survey indicated that all tasks were taught in at least

one area of instruction by at least one instructor. Six tasks were added based on
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instructors input resulting in 105 tasks. While no tasks were deleted from the

list, some tasks were found not to be taught in specific areas of instruction as

indicated on the survey. For example, in Area 3, OSR task 241 "adjust diesel

engine fuel racks" was not taught by any of the instructors who teach Area 3.

Thus, while tasks were eliminated from certain Areas of Instruction, they 'iere

taught in at least one other area. The survey of instructors validates the

judgments of the SMEs from the TDB. A list of the 105 OSR task statements that

define the training content domain is presented in Table 1.

IV. STEP 2: IDENTIFICATION OF TRAINING EMPHASIS

The first step of the research revealed that 99 of the 615 OSR tasks

considered relevant to the AGE career field are trained in the AGE ABR course.

The Area(s) of Instruction that each task is taught was also identified.

The second step of the research project was to develop a methodology to

collect information on how much emphasis is actually placed on each task trained

in the AGE ABR course. This information can then be compared with the OSR

emphasis ratings (how much should aach task be emphasized in training) using the

Matching Technique (described in Step 3).

Training emphasis information was collected from the AGE ABR training

instructors through survey methodology. Five sur..s were developed (see Appendix

C for copies of the five surveys), one for each Area of Instruction. Of the 80

instructors who received the survey appropriate to their training area, 53

completed useable surveys (66% response rate). The instructors were asked to

estimate the total amount of instructor time devoted to each task trained in their

area.

The data was coded onto the computer for analysis. To eliminate the

effects of differences in perceptions of time between instructors, the data for

each task was transformed into a relative time scale for each instructor to insure
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a common metric. The relative time estimates for each task were combined across

instructors and instructional areas. These relative time estimates were

translated into z-scores (Ghiselli, Campbell, & Zedeck, 1981) in order to

facilitate comparison with the OSR emphasis judgments as described in Step 3.

Table 1 presents the z-score for the 105 tasks that comprise the training

content domain. An examination of the table reveals a large variance in the

relative time spent across tasks. For example, Task 108 (Maintain AFTO Forms 244

and AFTO Forms 245) received a high training emphasis while Task 387 (Remove or

Install Refrigerant or Equipment Cooler Lines or Fittings) received a relatively

low training emphasis.

V. STEP 3: APPLICATION OF THE MATCHING TECHNIQUE

The third phase of the research matched OSR emphasis judgments with the

training emphasis time estimates calculated in Step 2. The Matching Technique

(Ford & Wroten, 1984) was used to link OSR emphasis judgments with training

emphasis information. The matching of OSR emphasis and training emphasis is based

on 99 tasks rather than the 105 tasks identified as part of the training content

domain. This is due to the fact that the 6 tasks added to the training content

domain by instructors (see discussion in Step 2) were not part of the 1983 OSR.

Therefore, the additional statements provided by instructors could not be matched

with any OSR task emphasis data.

The most recent OSR for AGE (1983) surveyed 75 senior Noncommissioned

Officers (NCOs) from different Major Commands (MAJCOM) for ratings of training

"emphasis". Training emphasis is defined as the extent to which a task should be

taught to first enlistment airmen in the ABR technical training course. The

emphasis scale ranges from 0 (no training recommended) to 9 (extremely high

training emphasis). The NCO emphasis judgments for the 99 OSR tasks that are part

of the training content domain were standardized through z-score transformations.
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The z-scores for these emphasis judgments are presented in Table 1.

To use the Matching Technique (Ford & Wroten, 1984) to identify tasks that

may be over- or undertrained, the NCO empba6.- judgments were directly compared to

the instructor training emphasis data. Table 1 presents both types of emphasis

information in terms of z-scores.

The comparison of the two emphasis judgments identifies training "hits" and

"misses". Training hits refer to those tasks where emphasis received in training

approximately reflects training needs. Training misses can in-olve areIs of

deficiencies (undertraining) and excesses (overtraining). Training deficiencies

are content areas whose high training needs (i.e., should be trained) are not

matched by a high degree of emphasis in the training program. Training excesses

are tasks that are receiving an excessive amount of emphasis in training relative

to their need to be trained.

The Matching Technique is operationalized by plotting the two z-scoy

emphasis judgments for each task. The plot can be easily translated into a

correlation coefficient that provides an overall summary of the statistical

relationship between the two emphasis judgments. The correlation between the two

judgments was found to be significantly greater than zero (r - .30; N - 99; p <

.01). While the correlation coefficient indicates some degree of agreement, it

also suggests that there may be a number of tasks in which the two emphasis

judgments are not in agreement.

To examine these results more closely, the Matching Technique wag completed

for each of the 99 tasks in the training content domain. Through this process, we

identified 53 tasks that may be training "misses" (53%) and 46 tasks (47%) that

are training "hits" or matches. Of the training misses, 24 tasks (24%) may be

overtrained while 29 tasks (29%) might be undertrained. Some examples of how the

Matching Technique is operationalized at the task level are provided in Figures 1
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and 2.

Figure la, OSR Task 441 ("Adjust pneumatic system clutches or components")

presents a miss in which instructor emphasis is much higher than the OSR emphasis

judgement. This indicates a possible training excess or overtraining situatio..

ri lire lb presents a possible undertraining situation as Task 246 ("Adjust Gas

Turbine Engine Governors") has a high emphasis score from NCOs but is given a low

training emphasis by instructors.

Figures 2a and 2b present two examples of training "hits" or matches. For

Task 264 ("Isolate Engine Motor or Generator Mechanical Malfunction"), there is

high emphasis scores from both the NCO ratings and the instructor ratings (see

Figure 2a). Figure 2b presents a task in which there is low emphasis scores from

the NCO and instructor judgments (Task 225; "Remove or Install Cannon Plug

Parts").

VI. RECOMMENDATIONS

The three objectives specified for this research project have been met.

These include the identification of the AGE training content domain in terms of

OSR tasks, the development of a methodology for determining instructor training

emphasis and the use of the Matching Technique to identify tasks that may be over-

or undertrained. To more fully address the issue of training efficiency (are

tasks over- or undertrained?), the next step is to examine hou well recent

graduates are actually performing the tasks on the job.

Job performance information is critical to determine whether the emphasis

devoted to training at the technical school should be changed. As an example,

Task 246 ia possibly undertrained. If it is found that the task is not being

performed well by most graduates on the " ob, then the need for more training

emphasis during the technical training program is indicated. if a task is being

performed well by most graduates, this indicates that training def* ency is not
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an important issue.

The Matching Technique also identified some tasks as being possibly

overtrained. An examination of job performance may indicate that some of these

tasks are not performed well on the job. This would indicate a serious problem

that is best addressed through other means such as on-the-job training.

Currently, job performance information is not used to examine the over- and

undertraining issue. A new methodology called the Job Performance Measurement

System (JPMS) developed by the Air Force Human Resources Laboratory (AFHRL) (e.g.,

see Hedge & Teachout, 1986) provides the type and quality of job performance data

needed to examine this issue. The next research step, therefore, is to integrate

the JPMS data into the training evaluation system to more fully address the issue

of over- and undertraining.
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TAPLE I TRAINING CONTENT DOMAIN TASK STATEMENTS & EMPHASIS JUDGEMENTS IN Z-SCORES

INSTRUCTOR OSR
EMPHASIS EMPHASIS

108 FILL OUT AFTO FORMS 244 2.91 .31
141 MAKE ENTRIES ON AFTO FORMS 22 1.39 -1.73
142 MAKE ENTRIES ON AFTO FORMS 349 .38 1.20
143 MAKE ENTRIES ON AFTO FORMS 350 .70 1.11
152 PERFORM AIR COMPRESSOR INSPECTIONS .17 1.39
153 AIR-CONDITIONER VISUAL INSPECTIONS -.54 1.16
154 PERFORM GENERATOR INSPECTIONS .20 1.36
155 PERFORM LOAD BANK INSPECTIONS -.11 .63
157 PERFORM BOMB LIFT INSPECTIONS -.62 1.30
160 PERFORM GAS TURBINE COMPRESSOR INSPECTIONS .16 1.59
161 PERFORM HEATER INSPECTIONS -.21 1.22
162 HYDRAULIC TEST STAND SERVICE INSPECTIONS -.51 1.56
171 AIR COMPRESSOR PERIODIC INSPECTIONS 1.03 1.35
172 AIR-CONDITIONER PERIODIC INSPECTIONS -.08 1.13
173 PERFORM GENERATOR PERIODIC INSPECTIONS .59 1.35
174 PERFORM LOAD BANK PERIODIC INSPECTIONS .32 .50
176 PERFORM BOMB LIFT PERIODIC INSPECTIONS -.05 1.15
179 GAS TURBINE COMPRESSOR PERIODIC INSPECTIONS 1.12 1.51
180 PERFORM HEATER PERIODIC INSPECTIONS .34 1.25
181 HYDRAULIC TEST STAND PERIODIC INSPECTIONS -.11 1.29
190 ADJUST CONTRACTOR POINTS -. 60 -. 87
197 CLEAN CONTACTOR POINTS -1.21 -. 84
203 ISOLATE MALF. IN ELECTRICAL CIRCUITS 3.78 .78
209 MEASURE RESISTANCE IN ELECTRICAL CIRCUITS 1.41 .14
212 MEASURE VOLTAGES IN ELECTRICAL CIRCUITS 1.31 .60
215 PERFORM ELECTRICAL SYSTEM OPERATIONAL CHECKS .56 .31
225 REMOVE CANNON PLUG PARTS -1.23 -.98
226 REMOVE OR INSTALL CANNON PLUGS -.92 -1.13
236 RESEARCH TO'S, FOR ELEC. MAINT. INSTRUCTIONS -.04 .58,
237 SOLDER ELECTRICAL WIRING .77 .73
238 SPLICE ELECTRICAL WIRING -.11 .33
241 ADJUST DIESEL ENGINE FUEL RACKS .72 -. 49
242 ADJUST DIESEL ENGINE GOVERNORS .20 .78

244 ADJUST ENGINE VALVES .54 -.51
246 ADJUST GAS TURBINE ENGINE GOVERNORS -1.14 .69
247 ADJUST MAGNETO OR DISTRIBUTOR POINTS -.66 .96
248 ADJUST ENGINE FUEL SYSTEM COMPONENTS .46 .10
249 ADJUST STARTER CLUTCHES .08 -1.36
250 ADJUST TURBINE ENGINE BLEED AIR SYSTEMS -.81 .80
2-3 AD juST TURBINE ENGINE FUEL SYSTEMS -.80 .78
252 ADJUST TURBINE ENGINE TEMPERATURE CONTROLS -1.07 .35
257 CLEAN AND ADJUST SPARK PLUGS -1.13 -.54
259 CLEAN MAGNETO OR DISTRIBUTOR POINTS -1.12 .03
263 FABRICATE ENGINE FUEL LINES -.68 -1.82
264 ISOLATE ENGINE MECHANICAL MALF. 1.28 1.13
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268 LOAD TEST GENERATOR SETS 1.55 .94

269 PERFO04M COMPRESSION TESTS 1.33 -.21
270 PrK. RM ENGINE OPERATIONAL CHECKS .53 .57

273 PREPARE ENGINES FOR STORAGE -.92 -1.68
274 REMOVE ENGINES FROM STORAGE -.93 -1.77

276 REMOVE DIESEL ENGINE FUEL LINES 1.80 -.59
287 INSTALL ENGINE HYDRAULIC GOVERNORS -1.02 -. 85

289 RLMOVE OR INSTALL ENGINE INTAKE MANIFOLDS -1.16 -.34

304 REMOVE MOTOR OR GENERATOR ARMATURES .31 -2.50
315 INSTALL TURBINE ENGINE ATOMIZER COMPONENTS .15 -. 32

316 REMOVE OR INSTALL TURBINE ENGINE ATOMIZERS -. 05 -.14
317 INSTALL TURBINE ENGINE COMBUSTOR CANS 2.02 .12

322 RESEARCH TO'S ON ENGINES, MOTORS, OR GENERATORS 1.29 .63
328 TIME DIESEL ENGINE INJECTORS .32 -.30

332 ISOLATE HEATING SYSTEM MALFUNCTIONS 1.36 .45
333 PERFORM CARBON DIOXIDE (CO-2) TESTS 1.21 -.34

334 PERFORM HEATING SYSTEM OPERATIONAL CHECKS 1.16 .21

356 U3E TO'S TO PERFORM MAINTENANCE ON HEATERS -.40 .18
359 CHARGE REFRIGERANT SYSTEMS .07 .45

360 EVACUATE REFRIGERANT SYSTEMS -1.19 -.20

361 ISOLATE AIR CONDITIONER MALFUNCTIONS -.12 .17

362 PUMP DOWN REFRIGERANT SYSTEMS -.94 -. 96

363 PERFORM AIR CONDITIONER LEAKAGE TESTS -. 92 -. 42

364 PERFORM AIR CONDITIONER OPERATIONAL CHECKS .42 -.10
367 PURGE REFRIGERANT SYSTEMS -1.19 -. 98

381 REPLACE REFRIGERANT DRIER STRAINERS -1.25 -1.68
387 REPLACE REFRIGERANT COOLER LINES OR FITTINGS -1.26 -2.03

395 RESEARCH TO'S, FOR REFRIG. SYSTEMS MAINT. INSTRUC. -.07 .11
398 ADJUST HYDRAULIC FILL AND BLEED SYSTEMS -1.26 .26

399 ADJUST HYDRAULIC HIGH PRESSURE SYSTEM COMPONENTS -.11 .18
400 ADJUST HYDRAULIC SYSTEM VALVE ASSEMBLIES -.29 -.25
406 ISOLATE HYDRAULIC SYSTEM MALFUNCTIONS .15 .97

407 PERFORM HYDRAULIC SYSTEM OPERATIONAL CHECKS .46 1.09

436 REPLACE SEALS IN HYDRAULIC SYSTEM COMPONENTS -.71 .01

437 USE TO'S TO PERFOP MAINT. ON HYDRAULIC SYSTEMS -.38 .92
439 ADJUST BLEED AIR LOAD CONTROL VALVES -1.13 .36
441 ADJUST AIR COMPRESSOR SYSTEM OR COMPONENTS .84 -1.20

446 ISOLATE AIR COMPRESSOR SYSTEM MALFUNCTIONS 1.60 -.05

447 PERFORM AGE PNEUMATIC SYSTEM OPERATIONAL CHECKS 1.28 .42

457 INSTALL AIR COMPRESSOR FILTERING SYSTEM COMPONENTS .62 -1.43
472 USE TO'S TO FIND AGE PNEUMATIC SYS. MAINT. INSTRUC. -.77 .59

473 ADTJUST BRAKE SYSTEMS -.53 .10

475 ISOLATE BRAKE SYSTEM MALFUNCTIONS -.76 -.21

477 PACK WHEEL BEARINGS .76 -.21

478 PAINT, STENCIL, OR MARK AGE -.86 -1.04

479 PERFORM BRAKE SYSTEM OPERATIONAL CHECKS -.87 -. 91
482 PREPARE AGE FOR PAINTING -.98 -1.99

483 PURGE FUEL TANKS -1.30 -1.36
484 REFLECTORIZE AGE -. 99 -1.71

485 REMOVE OR INSTALL AGE BRAKE ASSEMBLIES -1.19 -.89
486 REMOVE OR INSTALL AGE BRAKE ASSEMBLY COMPONENTS -.58 -1.03
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488 INSTALL AGE TIRE, TUBE, OR WHEEL ASSEMBLIES -.41 -.25

503 RESEARCH TO'S, FOR AGE ENCLOSURES -1.02 .39

568 PERFORM HOUSEKEEPING -.37 -2.29

Note: The task number refers to the number assigned by the 1983 AGE OSR.
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TASK 441 ADJUST PNEUMATIC SYSTEM CLUTCHES

H

OSR Emphasis M

L

L M H

Instructor Emphasis

Figure la: Possible overtrained task

TASK 246 ADJUST GAS TURBINE ENGINE GOVERNORS

H

OSR Emphasis M

L

L M H

Instructor Emphasis

Figure ib: Poosible undertrained task
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TASK 264: ISOLATE ENGINE OR MOTOR MECH. MALF.

H

OSR Emphasis
M

L

L M H

Instructor Emphasis

Figure 2a: Training hit, high emphasis

TASK 226: REMOVE OR INSTALL CANNON PLUG PARTS

H
OSR Emphasis

M

L

L M H

Instructor Emphasis

Figure 2b: Training hit, low emphasis
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Appendices can be obtained from
Universal Energy Systems, Inc.
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AN INTELLIGENT TOOL TO FACILITATE

THE DEVELOPMENT OF QUALITATIVE PROCESS MODELS

IN NOVICE PROGRAMMERS

by

Hugh Garraway

ABSTRACT

This research resulted in the creation of a 'pop up' expert system-

like tool installed within the Turbo Pascal programming environment.

The purpose of this tool is to guide inexperienced, beginning

programmers to the source of programming problems in the same manner

that an expert instructor would. The objectives of this research were

to 1) provide a partial solution to the problem of students who have

reached an impasse at a time when no expert assistance is available

and 2) facilitate the development of students' qualitative process

models relative to program development and debugging.
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I. INTRODUCUION

Artificial Intelligence and Training

The Air force successfully incorporates computer-based training to

provide experiential learning in areas such as flight crew

training and electronic systems maintenance. Experience that

would be costly or dangerous to provide on real equipment may be

gained through interactions with computer-based simulations. This

experience helps a student build the structured knowledge,

formally called the qualitative process model, necessary to

function effectively in a professional role.

On-going research in the field of artificial intelligence (AI) is

paving the way to integrate the knowledge of expert instructors

into computer-based learning activities, providing students with a

tutor or 'coach' to maximize the computer-based learning

experience. This integrated component might be referred to as an

intelligent tool.

Background

Let's begin with a descriptive scenario which illustrates the need

for such an intelligent tool.
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A student has just finished the first week of a computer

programming course. He has attended all of the lectures, read the

assignments, reviewed his notes, planned his algorithm, and hand-

written the code to solve the problem given on his first

programming assignment. Satisfied that the algorithm for his

solution is correct and that the proper syntax has been followed,

he begins entering the code into a microcomputer in the

programming lab. After typing the code and entering the proper

commands to compile the program, the system responds with the

message:

Unknown identifier or syntax error.

The student checks to make sure that the variable name pointed to

by the system's compiler error indicator has been properly

declared. All seems to be in order so he tries to compile the

program again and receives the same message. He can find nothing

wrong with the program. In fact, he is quite discouraged as he

was sure that this program would work. After all, he had

carefully planned, entered, and commented it. At 0715 the next

morning he is sitting at the door of the instructor's office,

program in hand, hoping for some assistance. The instructor, upon

arrival, invites the discouraged student in and asks the student a

few questions about the program. The instructor thinks for a

moment and then says "Are you sure that you closed all of your
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comments properly?" After reminding the instructor that the error

message and pointer had nothing to do with a comment, the student

decides to take the advice and check the comments again. It is

then that he notices that a _ instead of a _L was used to end a

comment near the top of the program.

The result was that as far as the compiler was concerned, the

comment, which started near the top of the program, continued

until the first I encountered which happened to be at the end of

the second comment. All of the code between the j and the i had

been treated as one long comment by the compiler. The compiler

therefore was unaware that the identifiers declared in the

unintentionally commented code existed and the error indicated by

the compiler did not describe the true source of the bug. The

student had not yet developed the cause-effect relationships that

might lead him to ask and investigate the question "what type of

error could make the compiler 'not see' the declaration of a

variable that was (to human eyes) obviously declared?."

The student thanks the instructor and returns to the lab, corrects

the program, successfully compiles and commands the system to

execute it. Voila! It works. The output matches his calculator-

computed result exactly. He runs the program again but this time

the result is different and it continues to change each time the

program is executed. What is wrong? Could it be a problem with
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the system?

In class, as programs are being turned in, the student explains

the problem to the instructor who, recognizing the symptoms of a

particular type of bug, reminds the class about the importance of

initializing accumulator variables and the consequences of not

doing so. Upon scanning the program, the student realizes that he

failed to provide an initial value for a variable used to collect

a sum. In the future, this student will most likely neither

create similar bugs nor fail to successfully diagnose and correct

bugs of the same type. But unfortunately, the student was not

able to get expert advice in time to produce a correct program to

submit for grading.

If this expert advice had been available to the student as a

component of the lab programming environment then considerable

time could have been saved and some of the frustration associated

with learning to program could have been avoided.

Basic Scientific Issues In Oualitative Process Modeling

A qualitative process model is the mental model one has regarding

cause and effect relationships in a given area of knowledge. This

model is developed through hands-on or experiential learning. As

a person builds an area of knowledge, for example, a student in
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pilot training, declarative knowledge (facts) and procedural

knowledge (how to use facts in a step-by-step fashion to produce a

desired result) are often acquired through lecture and reading.

After a period of rumination, hands-on flight training guided by

an instructor provides experiential learning in an aircraft or

flight simulator. The flight instructor is available to offer

immediate feedback when a student falters, providing an ideal,

although expensive, environment for the development of a student's

qualiLative knowledge of flying.

Students studying electronic systems technologies develop the

qualitative process models needed to knowledgeably troubleshoot

and repair radar and other electronic systems. Interactions with

emerging computer-based training systems offer immediate direction

to students as they practice fault diagnosis strategies on

simulated systems.

Many of the physical systems and operational parameters for

domains such as flight instruction and electronics maintenance

training may be modeled in a computer because the design of the

object of instruction, an aircraft or radar system, for example,

is relatively static.

In domains sucl' as computer programming, however, the student is

learning to create an object, a program to perform a specified

task. The sclution to a programming assignment may be coded
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correctly or incorrectly in a number (not necessarily finite) of

ways. Since there is no single static model available for

programming, the application of computer-based-learning activities

for learning to program presents a research and development

opportunity.

As with the domains previously discussed, declarative and

procedural knowledge for programming may be gained through

lecture, reading, and subsequent rumination. The practical

application of this knowledge occurs when a student plans, writes,

and successfully executes programs. It is the norm for programs

not to work perfectly, or at all, on the first try. At this

point, a student must examine his declarative and procedural

knowledge and essentially trace through his knowledge and source

program to establish a cause for a particular symptom or 'bug'.

This tracing may include a backward path in the search for a cause

or a jump to another path. A level of understanding beyond

recalling memorized declarative and procedural knowledge is

required to perform this task. The key to this understanding is

contained in the student's qualitative process model. Novice

programmers or programming students, who have yet to develop a

valid qualitative process model for programming, often have

difficulty completing assigned work without help from an expert.

According to Air Force sources, an improvement in training and

resulting job performance could be achieved if a means existed to
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more efficiently allow students to develop valid qualitative

process models.

II. OBJECTIVES OF THE RESEARCH EFFORT

This document presents a proposed design for ITDA (Intelligent

Tool for Debugging Assistance) and a functioning operational model

based on this design. ITDA was designed to be an intelligent

software tool integrated into a programming environment. Some of

the expertise of a human expert relative to programming, novice

programmer errors, misconceptions, and debugging skills has been

'captured' so that all students will have instant access to a

consultant when a programming impasse is met. ITDA incorporates

artificial intelligence techniques and increases its knowledge as

it interacts with students and, when necessary, a human expert.

Specific goals of this research were to:

1) Address a stated basic research need in the development

of intelligent tutoring systems:

Implement a practical intelligent tool and thus gather

knowledge on how the engineering of such a system will

proceed.
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2) Provide an application of research that will:

a. Aid in reducing a teaching/learning bottleneck that

often causes introductory computer programming

courses to be less effective.

b. Function as a job aid to instructors.

c. Serve as an intelligent, embedded learning aid to

practicing programmers.

A Practical Intelligent Tool. According to Anderson (1988), most

of the work done with intelligent tutoring systems has had the

status of basic research, more concerned with gathering basic

knowledge than providing useful learning experiences. "The point

has been reached," he states, "where a few applications are

feasible and it might be worthwhile to pursue some of them both

for the relatively immediate benefit and for some sense of

how the engineering of these projects will progress."

ITDA addresses this issue in that one goal of this research

was to create a practical intelligent tool to fill an existing

need.
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TeachinQ/Learning Bottleneck. The bottleneck occurs when a

student, who has reached an impasse with a programming ptoblem,

must wait until an appointment with the instructor or teaching

assistant can be arranged to obtain expert assistance. Even when

expert assistance or perceived expert assistance (often in the

form of the upperclassman) is available, another problem may

arise, the 'quick fix'. The quick fix may occur when the expert

simply corrects the problem for the novice without imparting the

knowledge of how the problem was corrected or possibly of more

importance, how the problem was diagnosed. The quick fix can also

introduce confusion and frustration when the expert uses a

programming construct not yet intended by the instructor to be a

part of the student's knowledge. In an optimal learning

environment for programming, quality expert assistance should be

available on request to guide the student to the solution of a

problem.

Instructor's Aid. ITDA should reduce the number of

student/instructor consultations caused by problems within ITDA's

knowledge base. ITDA will also point the instructor in the

direction of a bug that presently eludes a correct diagnosis.

Rationale

Although out-of-lab instruction attempts to provide students with
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the declarative and procedural knowledge necessary for creating

correct computer programs, the experiential learning that takes

place in the lab plays an important role in the development of a

student's qualitative process model. Conceptual and mechanical

errors often present major problems for novice programmers

(students) who are trying to complete programming assignments.

Novice programming students may not have yet developed the

debugging skills which evolve as a programmer's qualitative

process model for programming grows.

There seems to be an ironic recursive relationship between a

student's qualitative process model of programming and his

programming/debugging skills. A definition of this relationship

might be:

In order to successfully write programs, i.e. gain experience,

a student must have a valid qualitative process model for

programming.

In order to have an appropriate qualitative process model,

i.e., know how to program, a student must successfully write

and maintain programs.

Thus a stud'e ql1 ve process model for programming evolves

through the experience of successfully writing and maintaining
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programs which requires a pre-existing qualitative process model.

This relationship may be the root of the learning problems that so

often bring even the brightest students to their knees in the

early stages of learning to program. When this problem arises,

motivated students will seek a consultation with an expert, in

many cases the instructor.

During a consultation, the student's responses to the expert's

questions may identify a misconception held by the student or

suggest the cause of an identifiable mechanical, typographic, or

syntax error. Through dialog with the student, the instructor is

often able to coach the student to discover the source of the bug

as well as the logical path its location. If a misconception is

determined to be at fault, then a direct tutoring or clarification

activity can be initiated by the instructor. The student, through

this guided diagnosis and resolution of the problem begins to

build a valid causal relationship between the symptoms of a

particular bug and possible sources of the problem thus adding to

the student's qualitative process model of programming. In a

sense, the expert has given a portion of his qualitative process

model to the student.

A problem exists in this system of learning in that genuine expert

advice is not always available to students as they begin to
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develop their own expertise. In fact, some 'perceived expertise'

can prolong a student's frustration and confusion. If it were

possible for the instructor to be available to all students at all

times in all labs and at all personal workstations, then the level

of students' experiential learning might be expected to increase.

It is impossible for a human expert instructor to assume this

omnipresent role, and there lies the major implications for this

research and development proposal.

Previous efforts at using a software tool to help debug programs

has taken the approach of looking at a student's buggy program to

identify problem areas for tutoring. Although ITDA will have

tools to look at a student's program, its first course of action

will be to interact with the student in an effort to identify bug

or misconception types. A metaphor for ITDA's interaction with a

student might be the dialog that takes place between a physician

or physician's assistant and a patient previous to a physical

examination.

Before describing ITDA in any greater detail, it is appropriate to

briefly describe some of the related research and comment on its

relevance to the ITDA concept.
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III. REVIEW OF PUBLISHED RESEARCH

Several researchers have studied problems encountered by novice

programmers and others have developed intelligent tutoring systems

(ITS) or intelligent tools for programming and other areas

relative to the concept for ITDA. Naturally, the results of this

research will influence the development of ITDA.

Brown, Burton, and De Kleer's (1982) work with tutors (SOPHIE I,

II & III)) for electronic troubleshooting provides a foundation of

research and application in tutoring diagnostic skills for systems

that can be represented within a tutor. Burton (1988) states:

"It is important that these new systems be built on

effective environments, that is, ones that present

relevant problems and provide pedagogically appropriate

tools. ... The environment in many ways defines the way the

student looks at the problem. ... Empowering

environments that make explicit the process the student has

to do should be developed and their use explored."

MENO II (Soloway,1982) and PROUST (Johnson and Soloway, 1985) are

bug-finding programs developed with support from the Office of

Naval Research. Both MENO II and PROUST compare a student's

program with a library of bugs and misconceptions associated with
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a programming assignment dealing with rainfall. An inference is

then made by MENO II or PROUST regarding the suspected underlying

misconception and a report in the form of comments is generated

for the student. In MENO II An attempt was made to use context-

independent bug templates, but according to the developers the

effort was less than successful. PROUST has been given the

ability to access knowledge bases for several programming

assignments and thus may be used on more than one assignment

although its application is limited to the programs it "knows."

GUIDON (Clancey, 1983) was designed to teach diagnostic problem-

solving to medical students. The subject material for GUIDON is

the rule base for MYCIN (Shortliffe, 1976), a medical consultation

system for diagnosing infectious diseases. Although diagnostic

rules could be produced for particular cases, they were not

presented in the hierarchical, top-down order as would generally

be followed by an expert. This was a function of the unstructured

set of production rules within MYCIN.

Anderson's (1985) LISP tutor is described as approaching the

effectiveness of a human tutor for teaching the LISP language. It

provides a structure editor which produces construct templates

that are completed by the student. The tutor provides assistance

when a student has problems in correctly completing functions.

Immediate feedback is given to the student as each element of a
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program is entered so that only a correct program can be

constructed. As a program is being developed, the tutor can

provide examples of correct code for the student.

Perkins (1986) classifies programming students into groups of

stoppers, movers, and extreme movers. The stoppers simply give up

and disengage from the problem when a programming impasse is met.

The movers think and try new ideas and sometimes break the impasse

and carry on to completion. The extreme movers seem to experiment

without thinking. Sometimes the extreme mover will find a correct

solution but often a logical path to the solution will be

overlooked or possibly be prematurely abandoned. Perkins observed

that some students who initially tended to disengage from a

problem proved capable of solving the problem when encouraged by a

researcher.

Pea (1986) has classified language-independent-conceptual bugs

based on his observation of novice programmers. He has labeled

three major categories of conceptual bugs as Parallelism Bugs,

Intentionality Bugs, and Egocentrism Bugs.

Relevance of Published Research to the Development of ITDA

The success of Brown, Burton, and De Kleerl- work in providing

reactive environments for experiential learning suggests further
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development of tutors or intelligent tools to provide similar

environments for other types of labs where it may not be desirable

or possible to model a static system such as an electronic device.

This could be the case with a tutor or tool, such as ITDA, to

assist in the development of debugging skills.

Soloway, in his concluding remarks about MENO II, briefly

discusses the role of the human program consultant (the expert

instructor) and the possibility of incorporating the expertise and

dialog management of the expert into future intelligent tutoring

systems.

Clancey's research with GUIDON points out the necessity of

providing a data structure for rule representation that contains

not only the discreet rules but the expert diagnostic paths

through the rules.

The reported success of Anderson's LISP tutor supports further

research and practical application of artificial intelligence to

the area of learning to program.

ITDA's presence should serve as encouragement to Perkins'

potential stoppers and keep them moving. Extreme movers might

benefit from the direction offered by ITDA since it will keep them

"on track" in a diagnostic path. In a system such as ITDA,
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identifying a misconception as a member of a group, as defined by

Pea, might serve as the top level starting point for a dialog with

the student in which subsequent bug subset group types could be

identified.

ProqramminQ Environment

Programming environments have in the past required significant

cognitive overhead for students who have had to wrestle with

complex system specific commands and directives to enter, compile,

link, and run programs (duBoulay, 1986). To many students,

learning the system "incantations" caused at least as much stress

as learning to program. Today, products such as Borland's Turbo

compilers have reduced this overhead as integrated program

development environments combining editors, compilers, linkers,

and pop-up help screens are commonly used in teaching programming.

These environments provide novice and experienced programmers with

easy to learn and use, efficient tools for entering, testing, and

experimenting with programs.

Assuming that students have been challenged with a problem to

solve, the addition of an immediately accessible expert (ITDA) to

such an environment should bring the lab programming environment

closer to Burton's vision. By integrating ITDA into an existing

successful programming environment, its effect as a component of
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an instructional system can be observed and fine-tuned. This will

allow ITDA to not only fulfill a practical role, but also provide

more basic research for future inclusion of such components in

intelligent tutoring systems.

IV. DESIGN AND IMPLEMENTATION OF ITDA

ITDA is an intelligent tool designed to facilitate the development

of qualitative process models in novice student programmers.

Specifically, ITDA is ,-esigned to enhance the learning environment

of novice student programmers by providing instant access to the

knowledge and collected diagnostic experiences of an expert

programmer/debugger. This expert knowledge is made available

to students through a program using artificial intelligence

techniques to manage the application of several diagnostic tools

to students and their buggy programs. Students 'consult' with

ITDA in a manner similar to a consultation with a live expert.

Although ADA is becoming the main programming language used by

Department of Defense contractors and Air Force programming

efforts, for the purpose of this research, ITDA was developed

to assist novice programmers learning Pascal using Turbo Pascal.

The reasons for this approach are:
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1) A standardized programming environment for ADA is

still in development and it will be some time before

it is available.

2) Turbo Pascal offers a "tried and true" environment for

program development.

3) Now that ITDA is operational, it can be refined,

further developed, and applied to other language

environments.

ITDA exists as a collection of programs stored on the Turbo Pascal

system disk used by the student. ITDA is available to a student

through a simple series of keystrokes (ALT-D).

ITDA's pedagogical strategy is to engage the student in a menu-

based natural language dialog to determine the overall class of

advice needed. The student's responses during the dialog help

ITDA select the proper decision tree to traverse in an effort to

lead the student as close to the problem as possible. Each

decision tree consists of nodes in which the student is guided by

ITDA to make specific observations in the program (results, error

messages, etc.) and respond accordingly. If deemed appropriate,

ITDA can execute one of its scanning tools to help identify a

problem.
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When an interaction with ITDA fails to bring the student to the

successful resolution of a problem, the student will be directed

to consult with the instructor. When a student is interacting

with ITDA, a transcript of the dialog will be made and stored on

the student's disk. This transcript is available to the

instructor when a student has encountered a problem not currently

covered by ITDA's expertise. The transcript serves two

purposes. First, it helps the instructor quickly identify and

eliminate some solution paths. Second, it indicates the need

and marks the logical position for a new knowledge node in ITDA's

expertise. After the student's problem is resolved, the

instructor may execute a command to add a knowledge node to ITDA

so that future problems of this nature can be diagnosed under

ITDA's direction. ITDA therefore dynamically, and in a heuristic

manner, increases its expertise as its experience grows. This

constitutes a modification of what Feigenbaum (in Shea, 1983)

calls a "graceful failure mode", an instance in which the system

reaches the end of a solution path and still fails to successfully

diagnose a problem.

ITDA consists of diagnostic, explanatory, and tool

modules tied together by a management module. ITDA has

access to the student's source program and can detect some

possible problems such as the probability of accidentally

commented code. Originally, ITDA was to have access to Turbo

111-23



Pascal's error pointer but it was decided that it would be of

benefit to require the student to make note of the error type and

number and supply this data to ITDA. pointer. ITDA's internal

structure is designed so that additional tools may be easily added

and managed.

EnQineering The ITDA Knowledge Base

ITDA begins its existence as a shell containing tools and decision

trees to lead students to the diagnosis of problems frequently

encountered by novices. The beginning knowledge base for ITDA was

created by identifying the major classes of possible bugs, i.e.

runtime, syntax, I/O, inconsistent results etc. and incorporating

them into a menu-based natural language command module. A

selection from this menu will (if an error message type problem is

selected) prompt for the specific error number and this identifies

the tree to be traversed to guide the student to the problem. To

gather the knowledge to build the initial trees, several

instructors graciously kept a log of novice programmer errors

encountered during office visits during a semester of introductory

programming classes at the University of Southern Mississippi.

This data was then used to construct the trees associated with

each classified error type.
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Interface considerations

Successful integration of ITDA into the learning environment

demanded that every effort be made to keep this environment simple

and easy to use. Ideally, a student should only need to know one

additional command to invoke ITDA. Since ITDA will leads the

student through a series of diagnostic activities and tool

applications, the student's cognitive overhead is not appreciably

increased.

The Coding of ITDA

Turbo Pascal was used as the development language for ITDA. ITDA

is installed as a terminate and stay resident (TSR) program that

executes Turbo Pascal for the student (the student simply types

TURBO as with conventional Turbo Pascal). The knowledge base is

maintained separately from ITDA. It is hidden from the student in

a subdirectory and may be created and added to interactively by

the expert instructor. Tool modules may be added as self contained

procedures to ITDA so that modification of the original ITDA code

is kept to a minimum of one or two lines. The portion of code that

allows ITDA to function as a'TSR program is actually the main

program and even ITDA is a procedure stored as a separate file.

This allows a programmer who is not familiar with the system ins

and outs necessary for TSR to safely modify ITDA.
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Student interaction with ITDA

When a programming impasse is met, the student simply types ALT-D.

A menu introducing ITDA is then displayed. The researcher decided

that ITDA was not a sensible acronym and has taken the liberty to

present ITDA to students with the nickname BUBBA. Why BUBBA? IDTA

is in a sense like a big brother standing by to help and ITDA was

conceived in Texas where BUBBA is respected as a name of

distinction. The student is then presented with the menu to

classify the general error type. It is possible for the student to

exit ITDA (BUBBA) at this point if the student needs to look more

closely at the Turbo error message if one exists. The student then

continues (after reentering ITDA if he exited) and through

interaction with the menu causes a tree to be selected. The

selected tree is binary in structure and is traversed through

interaction in a manner similar to the 'Guess the Animal Game'

where the computer asks questions that are responded to by Yes or

No to determine the animal. The difference is that IDTA asks

question that require the student to observe his program or

program design and respond accordingly with Y or N. When a tree

has been traversed to the end of a limb (a leaf node) ITDA is able

to give advice that in many cases will point the student to the

actual problem. If the advice is not of help then the student is

advised to see the instructor who personally helps the student and

then enters a new knowledge node in the appropriate tree to
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reflect the 'newly discovered' programmer error cause.

Application of ITDA

The beginning knowledge base for ITDA was gathered during the Fall

1989 semester at the University of Southern Mississippi. It was

implemented in a class for the first time in a course for teachers

preparing to teach computer science in secondary schools. This

class experienced Pascal for only two weeks so the chance to

observe ITDA in operation was quite limited. Students who summoned

ITDA seemed to have no problems using ITDA although one student

commented that some of the dialog questions could be stated more

clearly. One student made the comment that 'BUBBA saved my life'

late one evening when no live profs were around.

V. RECOMMENDATIONS

It is obvious that ITDA needs to be tested and fine-tuned. The

researcher plans to use ITDA in a full programming/problem solving

course during the Spring semester of 1990 in an effort to answer

the following question.

Does ITDA improve the programming environment of novice

programmers by making expert consultation more readily

available?

111-27



ITDA's design is such that it should be relatively easy to attach

ITDA to other programming languages or environments or perhaps

non-programming applications. Anyone interested in further

application of ITDA should contact the researcher at the address

indicated at the front of this document.
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On the Effect of

Range Restriction on Correlation

Coefficient Estimation

by

Douglas E. Jackson

ABSTRACT

Suppose it is desired to estimate the correlation coefficient between random

variables X and Y in some population P and the only data available is from some

population Q, where Q is a proper subset of P. X and Y are defined on P, while

X* and Y* will denote X and Y restricted to Q. In the summer of 1988 the author

wrote a simulation program to study the effect of this restricted sampling on the

estimation of correlation coefficients. The work was supported by the SFRP and

the results may be found in Jackson(1988).

The Air Force is attempting to implement those selection criteria that opti-

mize their chances of recruiting the most capable individuals. Whenever a new

test is suggested it must be evaluated by estimating its correlation with perfor-

mance criteria and with tests that are currently part of the selection process. The

difficulty is that this new test can only be administered to Air Force personnel.

That is, people who have already been selected. Air Force personnel constitute

the population Q and applicants constitute the population P. It is necessary to

use a sample from Q to estimate correlations between tests that are to be used in

P. This is called the range restriction problem. The purpose of this paper is to

present the results of a study which is a continuation of the work started under the
SFRP. it addresses a number of questions related to th+ ag1rsrcin 'l~~

These problems arose during the summer of 1988 during numerous conservations

with staff members at Brooks AFB.
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I. Introduction

When certain lineariy and homoscedasticity conditions are satisfied there is

a theorem that shows how Px,y (the correlation in P) may be computed from

Px ., . (the correlation in Q). The result was first demonstrated by Pearson(1903)

and then strengthened by Lawley(1943). rx .,y , which is calculated using a sample

from Q, is an estimate of px ,y -, and Pearson's formula may be used to compute

an estimate of Px,y by using rx.,y, in the place of px.,y, in the formula. This

estimate is sometimes called the corrected correlation coefficient or Pearson's cor-

rection statistic or simply the correction statistic. The simulation program men-

tioned above was written to evaluate the correction statistic and it was found to

work very well when the joint distribution of all tests is multinormal. The current

paper investigates a number of questions related to the correction statistic using

a modified version of this program, which runs on an IBM PC, and three related

programs, two of which were written to operate on a mainframe computer. This

section contains a list of these questions and a statement of Lawley's theorem.

When a new test is a candidate for induction into the enlistment qualification

battery or some other qualification system, then a standard F test is performed to

decide if the new test adds anything to the prediction capabilities of the system.

An obvious question is whether or not restricted sampling might bias this F test.

Section II is devoted to this question.

There are certain variables that influence personnel selection that are not part

of the test battery, and hence are not included in the calculation of the correction

statistic. The reason might be that the variable is not known or that it is difficult

to measure. This is referred to as the unknown variable problem. In section III

we look at the mathematical reasons that unknown variables degrade the accuracy
'lite currection st atist"i'c, try to measure the magnitude of t.-:_I, degradation by.

simulation, and discuss one proposed solution.

The Fisher Z-transformation(Z-transform) of the corrected correlation coeffi-

cient between X and Y appears to have a normal distribution when X and Y come

from a bivariate normal distribution. Whereas it is provable that the Z-transform
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of the ordinary sample correlation coefficient(rx.y ) has a normal distribution, we

are only able to give empirical evidence of the analogous result for the corrected

statistic. Evidence is also presented that the mean of the Z-transform of the cor-

rected statistic is very close to the Z-transform of px,y in the multinormal case.

In other words, the inverse Z-transform applied to the mean of the Z-transforms

of a random sample of correction statistic observations is Px,y. These observa-

tions would lead to a method of calculating confidence intervals for px,y if only

the variance of the Z-transform of the corrected statistic were known. In order to

obtain estimates of this variance a program has been written that runs on a VAX

computer. These matters are addressed in sections IV and V.

Up to now all comparisons of the uncorrected versus the corrected statistic

has been made for multinormal distributions. The data to which these estimates

are applied may not be multinormal or indeed even linear and homoscedastic. In

section VI the uncorrected and the corrected statistic are compared on real data.

These data were obtained from the Brooks AFB and consist of 3930 test records,

where each record has 11 test scores. The 11 test scores are the 10 tests of the

Armed Services Vocational Aptitude Battery(ASVAB) and 1 criterion score.

Two other matters should be mentioned here as they were discussed in the

proposal for this grant. The paper Jackson(1988) submitted to UES as part of

the SFRP program has been modified for internal publication at Brooks AFB.

Extensive modifications have been made to render it acceptable for the Brooks

publication system. Malcolm J. Ree of Brooks is a co-author of this paper. The

other matter is a reference manual for program CORR. This is included here as

appendix B, and appendix A presents a general discussion of the program and its

internal structure.
It seems appropriate- fn ; -rh,1. ;n this section a statement f. th cor ton

formula and the set of minimal assumptions necessary for its application. The

following theorem is due to Lawley(1943). Variables that are part of the selection

criteria are called explicit selection variables and all others are called incidental

selection variables. P is called the applicant group and Q is called the selected or
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the restricted group.

Let X be the p-element vector of explicit selection variables, and Y the n -

p element vector of incidental selection variables on the applicant group. Then

X" and Y* represent the explicit and incidental seiection variables on the selected

group. Let

V VVp, P Vp,,._P
IV = -p V:-.n-P]

represent the variance-covariance matrix for X* , Y*. The first p rows and columns

refer to the components of X*. So Vp,p is the variance-covariance matrix of X*,

Vn-p,np is the variance-covariance matrix for Y*, V,,-p gives the covariances

between X* and Y*, and Vnp,p is the transpose of V,,n_.. In this discussion V

refers to selected data and W refers to applicant data. In our application V will be

the estimates of the variance-covariance of all tests and it is based on selected data.

The restricted population consist of those who were accepted into the organization

so we have data on all tests for these people. Let

W= Np,p -pn-p

be the matrix of variance-covariances for the applicant data. We will estimate

Wp,p from the data since we have data for the explicit selection variables on all

applicants. The Wp,,_ -p, Wn-P,, and Wn -_p,n -.p are the matrices that we wish to

know and will be given to us by the theorem. W,_p,, is, of course, the transpose

of Wp,, - p so we will just give an expression for Wp,, - p when we state the theorem.

The following statement of the theorem is taken from Birnbaum,Paulson, and

Andrews(1950).

Assumption 1 :(Linearity) For each j the true regression of Y on X is linear.

Assumption 2 :(Homoscedasticity) The conditional variance-covariance ma-

trix of Y given X does not depend on X.

Theorem: Under assumptions 1 and 2

Wp,,np = WI,,p -p and
S= V - V p(v; p, p - ~ r p. ,1 )1 2-
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If sample correlation coefficients are used instead of population parameters in

the matrices W,p ,Vp,p,Vp,._p ,,_,p and Vnpn-- then the entries of the matrices

Wp,._p, and Wnpnp are estimates of the correlations in the applicant popula-

tion. These estimates are the corrected statistics of interest and program CORR

was written to study their sampling distribution. Appendix A contains a general

description of this program and appendix B is a reference manual for its use.

II. The F Test

Since the general considerations are not significantly different from the one

variable versus two variable model, only this special case is treated. It is assumed

here that Y is the criterion variable, X, is the only explicit selection variable,

and X2 is a candidate to become one if it increases our ability to predict which

individuals will have high Y scores. In the full model

Y =P0 +PIXI +9 2 X 2 +E

and in the reduced model

=00 +#1,X1 + r

It is assumed in the model that

E(Ef [xi,x 2) = E(E, Ixi) = 0,

Var(E[xI,x 2 ) =a7,,

and

Var(E Ixi) = a2
E

°

In other words the mean of E for given X values is zero and the variance of E for

given X values does not depend on those X values. It is also assumed that the

distribution of E for any given set of X values is normal and is independent of the

112-7



distribution of E for any other set of X values. A discussion of the F test may be

found in any standard text that covers multiple regression, for example Dunn and

Clark(1974).

The null hypothesis for this test is

H0 : 2 =0.

The test statistic is

F = (SSE,- - SSE. )/((n - 2) - (n - 3))
SSE./(n - 3)

where SSE. (SSEf. ) is the sum of the squares due to error for the reduced(full)

model and n is the sample size. The sum of squares due to error is the sum

of the squares of the vertical distances between the individual data points and

the corresponding points on the best least squares regression line or plane. The

* characters indicate that the samples used to calculate these statistics are taken

from the restricted population. This is necessary, of course, due to the fact that for

the X2 and Y variables only restricted data are available. Under the assumptions

on the full model, plus the null hypothesis, the sampling distribution of F is an

F-distribution with 1 numerator degrees of freedom and n -3 denominator degrees

of freedom. Notice that no assumptions are necessary concerning the distribution

of X, or X2 . It is only required that E for given X values is normal, and the

distributions of E for different fixed values of X are independent. See Chatterjee

and Price(1977) for a statement of this result. These conditions are satisfied in the

restricted population if they are satisfied in the applicant population. However,

we would like to show in addition that applying the correction statistic to the F

calculation is an identity operation. It has no effect at all. But first we need to

explain what is meant be applying the correction formula to the F calcuiation.

The F statistic may easily be written in terms of multiple correlation coeffi-

cients, and thus it seemed appropriate to consider the application of the correction

formula to these correlations. As we shall see, the correction formula works well

on the multiple correlation coefficients but has no effect on the value of F.
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Now define

P,2 =2 0 + 1 X 1 + 92X 2 ,

Y, =0% + 01X 1,

R P , and R r Y'

f and Rr are called multiple correlation coefficients. Under the assumptions

of the full model and the null hypothesis, the conditions of Lawley's theorem are

meet and the correction formula may be applied to estimates of R2. and Rf. to

obtain estimates of p2 and R . A few tests using a simulation program to be

discussed shortly sl .1at the correction formula works very well on these mul-

tiple correlation coefficients and that poor estimates are obtained if the correction

is not used. This is just another example of the classical range restriction problem

and the correction formula should be used.

Let Sf. S .] be the standard sample statistic for estimating R . [Rr. ]. That

is, let S. [S'. ] be the sample correlation coefficient between Y* and Y1*2 [Y* and

Y*]. The reader should realize that in the previous sentence Y/.[Y *] is actually

defined using the sample estimates for P0,01, and 12 [8, ,and #' ]. Again * indicates

the restricted population.

It is easy to show that

(n - 1) (1- S.)S. = SSE,.

and

(n - I)0 s.) sY2. = SSE,...

Then a simple algebraic manipulation gives

F 1- S-. (n -3).1-S.

The claim is that this value of F does not change if the corrected values of Sf. and

SF. are used in this formula instead of applying it as written. Now the correction
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formula applies to population parameters instead of sample statistics, and hence

it must be shown that

1 . - R 2f- f

Our corrections, of course, are calculated using sample estimates, while the cor-

rection formula express a relationship holding for population parameters. But any

estimates based on this formula will satisfy the same relationships as those hold-

ing for population parameters. It follows immediately that in both the full and

reduced models the variance of the error terms are the same in the applicant pop-

ulation as in the restricted population. It is well known that (1 - R 2 )ao, = 6r in

both the applicant and the restricted population. In some texts, for example Dunn

and Clark(1974), the equation in the last sentence is taken as the definition of the

multiple correlation coefficient. Our definition is equivalent. Hence
=1 a2  2 )o2

R-- a' -- O~ Rf2. )OYo
f ~ Y = E ,

and

R 2) 0r = Cr2, = orl2.(7

But equation 1 follows from these two equations by the same manipulations used

above to derive a formula for F iL, t'-rms of the sample multiple corr.. "Ition co 3ffi-

cients.

Program CORR was modified to calculate the F statistic in the two versus one

variable case. In the following example the program calculated 100 f values, each

based on a sample of size 63. Each variable has mean zero and standard deviation

one. The three variables are X,, X 2 , and Y with Px,,x, = .707, Px ,y = .707, and

Px,,y = .5. The formula for 02 is

32- 1A) . (..
2, 1x ,xIV Lo

which is zero in this case and so the null hypothesis is satisfied. Four runs were

made and for each the mean of the 100 F values is given as well as the num-

ber of values exceeding 4.0, which is the .05 critical value for an F distribution
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with 1 numerator and 60 denominator degrees of freedom. The expected value of

this F distribution is 1.03. The means of the 100 F values in the four runs were

.904,1.236,.991, and 1.122. The number of F values 4.0 or larger in the four runs

were 5,7,5, and 5. Next four runs were made with the same parameters accept that

we restricted the population to those observations having X1 > 0.67. Since X, is

a standard normal random variable this implies a selection ratio of 0.25. For these

four runs the means of the 100 F values were 1.177,.981,.997, and .964. The num-

ber of F values 4.0 or greater were 6,6,5, and 4. These empirical observations tend

to confirm our conclusion that the F statistic is not affected by range restriction.

III. Hidden Variables

Consider the effect of an explicit selection variable that is not included in the

calculation of the corrected correlation coefficient using Lawley's theorem. The

reason for exclusion of this variable might be that it is unknown to the individual

doing the correction, or perhaps it is difficult to measure. Assuming that the

hypotheses of Lawley's theorem would be satisfied if all explicit selection variables

were included then they most likely will not be satisfied if one is omitted. This effect

is easily observable when there are only three variables and so all our examples

include just three variables. First it is shown mathematically why the correction

formula should be expected to fail and then a number of simulations are presented

to give an idea of the magnitude of the inaccuracies caused by hidden variables.

The reference manual for CORR in appendix B includes a discussion of how to use

this feature of the program.

Consider the model

Y = go + f3X + E,, (1)

where X, and E, are quasi independent. By quasi independent we mean that the

mean of E, for any given value of X, is zero, and the variance of E, for any given

value of X, does not depend on that given value. Under these circumstances it

follows immediately from the definition of covariance that

coV(X 1,J ) = 0.
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Now if the above assumptions hold, and X, is the only explicit selection variable,

then the correction formula can be used to estimate the correlation between X,

and Y in the applicant population. Suppose, however, that there is another explicit

selection variable, X2 , and that

Y = 0+ X + 0 + (2)

where E1 2 is quasi independent of X, and X2 . This last statement just means that

the mean of E 12 for given values of X, and X2 is zero and that the variance of E1 2

for given values of X, and X2 does not depend on those values. Again, it follows

that

cov(XI,E 1 2 ) = cov(X 2 ,E 1 2) = 0.

The problem with applying Lawley's theorem to model 1, when X2 is an explicit

selection variable, is that E, may not be quasi independent of X 2 , which is required

by Lawley's theorem since X and X2 are both explicit selection variables. We are

assuming that E2 is quasi independent of X, and X 2 but that does not imply that

E1 is quasi independefit of these two random variables. Indeed it can be shown

that if model 1 holds then

cov(X 2 ,E) = cov(X 2 ,Y) 2cov(XiY)cov(XiX2 )a2

and if this quantity does not happen to be zero then we know that X 2 and E

are not quasi independent for that would imply that cov(X 2 , E, ) = 0. So if model

1 and 2 both hold, as they do for the multinormal distribution, and X 2 is not

included in the correction calculation, then the corrected values will most likely be

wrong. It is exactly this scenario that is assumed in the following simulations.

The examples presented here were chosen to demonstrate that the effect of

variables missing from the correction calculation can be significant. They are

not presented as typical examples. The three variables are X,Y, and X 2 , where

each is a standard normal, X is the known explicit selection variable, and -X2 is

the hidden explicit selection variable. The correction procedure for one explicit
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selection variable is used but in reality the selection criteria are

X, >0

and

X 2 >0.

In the first example the unrestricted population parameters are Px,,y =

•5,px 1 ,x 2 = .8, and Px 2 ,Y = 0. Px,,y is the parameter being estimated. A

sample size of n = 200 was used. Thus, one observation of the corrected siatistic

involves generating multinormal observations until 200 have satisfied the selection

criteria and then using this data in the correction formula. One run of CORR

calculates the corrected statistic 100 times and displays the distribution of these

values and several sample statistics including the mean and standard deviation of

the 100 values. Two runs produced a mean corrected sample statistic of .677 for

the first and .682 for the second. The standard deviation for both runs was .05.

The selection ratios were .398 and .402 for the two runs. Recall that the true value

of px,,y is .5 and hence we clearly have an overestimate of somewhere between 35

and 37 percent.

Now the hidden variable is removed and the two selection criteria are replaced

by the one

X , > .25.

The value .25 was chosen to produce a selection ratio of .4 so as to be comparable

with the previous runs. Two runs produce mean corrected sample statistics of .504

and .509. The standard deviations were .08 for the first run and .09 for the second.

The selection ratio was .401 foi both runs. Thus it is clear that the significant

overestimates of the previous two runs were caused by the hidden variable.

The following is an example showing an underestimate caused by a hidden

variable. This time it is assumed that px , ,y = .3, px1 ,x, = .4, and px 2 ,Y = .8.

X, is the known and X2 is the unknown explicit selection variable and the selection

criteria are again

X, _>0
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and

X2 >o.

The sample size is 200 and the parameter being estimated is px , = .3. Two runs

were made and the mean corrected statistics were .160 and .174. The standard

deviation of the corrected sample statistic was .11 in both cases. This means that

t- . standard deviation of our estimate of the mean corrected statistic, based on

100 repetitions, is approximately .011. Hence there is a significant underestimate

in the range of 42 to 47 percent. The selection ratio was .315 for both runs.

Again, the hidden variable is removed by replacing the two selection criteria

by

X, > .48.

These two runs gave a mean corrected statistic of .297 and .284. The standard

deviation of our estimate of the mean corrected statistic was approximately .012

for both runs. The selection ratios were .314 and .316. The underestimate of the

previous two runs was clearly caused by the hidden variable.

Significant hidden variable effects are clearly possible. Whether or not signifi-

cant inaccuracies exist in real applications is not known. The following parameter

values were taken from the Air Force data base on test scores. Two cases were

considered, one with, and one without a hidden variable just as in th6 , ")us

examples. This example is less contrived then the last two, which were deliberately

chosen to produce dramatic results. The details of the present case are exactly as

in all previous cases except that Px,,y = .71, Px,,y = .7, and px , ,x, = .83. The

mean corrected statistic for the 100 replications was .677 for one run and .678 for

the other. The standard deviation of our estimate of the mean corrected statistic

was about .006 for both runs. The selection ratio was .4 both times. This slight

downward bias in the estimate of Px,,y = .71 is significant but not severe.

Now the hidden variable is removed just as before by replacing the two selec-

tion criteria by one condition on X, selected to produce a selection ratio of .4. The

two estimates for these runs were .697 and .706 and the standard deviation of our
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estimate was about .005 in both runs. The hidden variable caused a very slight

downward bias.

Solutions to the hidden variable problem have been proposed, for example,

by Gross and McGanney(1987). The model they assume is slightly different from

ours. In their model the selection condition is a single inequality stating that a

linear combination of the observable explicit selection variables plus an error term

is non-negative. The error term plays the role of the hidden variable or variables.

In our model the criteria consists of several equations which all must be satisfied

and one of these equations involves an unobservable or hidden variable. The Gross

McGanney model assumes that

Y = flo +# 1X-+Ey

and

Ys = ao + a'Xs + Es,

where a'Xs denotes a linear combination of the observable explicit selection vari-

ables and YS > 0 is the selection condition. Also X and Ey, as well as Xs and

Es, are required to be quasi independent as defined in the last section. Finally,

it is assumed that Ey given X and Es given X5 are both normally distributed.

The authors display a number of simulations based on a maximum likelihood es-

timation of the parameters in the model. They do not have an analytic equation

for the maximum likelihood estimators but rather use the Newton-Raphson nu-

merical technique to find the maximum of the likelihood function. This method

works well when the conditions of the model are meet and py,'s is not close to

zero. When pyy s is close to zero the Pearson correction formula works well. They

decide which statistic to use by doing a hypothesis test for PY.ys = 0. This test, of

course, depends on the assumption that the error terms are normal.

There are a number of objections to using this maximum likelihood estimator.

Many assumptions are necessary for its use. The selection conditions must all fit

into one equation and the error terms must be normal. Both of these assumptions

are false for most Air Force testing data. In addition, it is not known for certain
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that significant inaccuracies are caused by hidden variables in practice. Pearson

correction on the other hand requires no assumption of normality or constraints

on the selection criteria.

The assumptions required to use Pearson correction are not known to hold

perfectly in the absence of hidden variables. In the simulations presented earlier in

this section there is that implicit assumption that they do hold in the absence of

hidden variables. If this assumption is true, then the most prudent course would

be to identify the hidden variables and include them in the Pearson correction.

It is difficult to imagine any statistic tht attempts to correct for hidden vari-

ables that does not make substantial assumptions about the form of the selection

criteria and the distribution of the error terms. For these reasons it seems that

the best strategy is to simply use the Pearson correction formula. This matter is

further addressed in section VII.

IV. Discussion of Confidence intervals

The following theorem is well known. See, for example, Brunk(1960).

Theorem: If r is the sample correlation coefficient of a sample of size n from a

bivariate normal population, then the statistic

1 1-+r
z =log

2 1 -r

is asymptotically normally distributed with

E(Z) -" log Li+a

and
1

V(Z) -

:,re p is the population correlation coefficient being estimated by r and - means

"approximately equal to". The approximation appears adequate for most purposes

for sample sizes as small as 10.

If the distribution of the Z-transform of the Pearson correction of r is also

normal then maybe we have the basis for the construction of interval estimates of
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p in the applicant population. We tested for normality of the corrected statistic

with a chi-square test applied to data generated by CORR. Six cells were used

for the X2 test. For the first test the sample mean(X) and the sample standard

deviation(S) were used. In this case the six cells were defined as (-oo,X - 2S),

(X- 2S,X - S),(7X- S, X), (X,X + S),(X + S,' Y+ 2S), and (X + 2S, oo). If

the Z-transform of the Pearson correction of r is normal then the X2 values come

from a chi-square distribution with 3 degrees of freedom. For a test at the a = 0.1

level of significance, the critical value of X2 is 6.25. Based on eight runs with 3,4,

and 5 variables and various assumed correlation parameters, it seems likely that

the corrected sample correlation coefficient has a distribution that is at least not

significantly different from normal. The largest X2 observed in the eight runs was

6.17. On the eight runs the X2 values were 1.44, 1.67, 6.17, 2.07,0.74, 3.26, 1.32,

and 1.61. One more run was made with exactly the same parameters as the run

that resulted in X2 = 6.17, and for this run X2 = 2.42.

There may, of course, be correlation parameters for which the distribution of

the Z-transform of the corrected statistic is not normal. Because of this problem,

and because the standard deviation of the Z-transform of the corrected statistic is

greater than predicted by the theorem, in the next section a procedure based on a

simulation program is suggested. But first it is necessary to determine if the mean

of the Z-transform of the corrected statistic is as predicted by the theorem, namely

1 log 1 (1)
2 1 -p

Eight more runs were made with the same parameters as the previous eight.

This time we tested the hypothesis that the distribution of the Z-transform of the

corrected statistic is normal with mean given by equation 1, the transform of the

population parameter being estimated. Now the number of degrees of freedom of

the X2 distribution is 4. For a test at the a = 0.1 level of significance the critical

value is 7.78. On the eight runs the observed X2 values were 1.90, 3.58, 1.93, 7.21,

2.41, 2.76, 5.41, and 2.02. For the example that gave X1 = 7.21 another simulation

was done and this time x2 = 0.71.
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Based on these observations, and others not presented here, it seems reason-

able that in at least two aspects the Z-transform of the corrected statistic behaves

as the Z-transform of the sample correlation coefficient. Namely, it is approx-

imately normal, and the mean is the Z-transform of the population parameter

being estimated. The parameter being estimated in the case of the sample cor-

relation coefficient is p*, the correlation in the restricted population, and for the

corrected statistic it is p, the correlation in the applicant population. The difficulty

is that the standard deviation of the Z-transform of the corrected statistic is la:ger

than the standard deiiiation of the Z-transform of the sample correlation coeffi-

cient. This last value is approximately 1/V'n- 3, as predicted by the theorem.

For the eight cases mentioned above, the standard deviation of the Z-transform

of the corrected statistic ranged from 1.05/v/'n - 3 to 1.7/V_- 3. So an interval

estimate based on a standard deviation of 1/v/n- 3 would be too small.

The standard deviation may depend on all of the input parameters. In the

instance of the Air Force testing battery there are 10 explicit selection variables and

hence 10 variances and 45 correlation coefficients. We obviously need some way to

estimate the standard deviation of the Z-transform of the corrected statistic if we

are to obtain an interval estimate for p. The only approach that seems feasible at

this time is as follows.

Take the observed corrected correlations, our point estimates of the corre-

lations in the applicant population, and do a simulation as if these were the

true population parameters. For the sample sizes typically used, for example at

Brooks AFB, we have every reason to believe that the standard deviation of the Z-

transform of the corrected statistic does not vary greatly with small changes in the

population parameters. This is repeatedly observed in our simulation studies. The

purpose of the simulation is to estimate the standard deviation of the Z-transform

of the corrected statistic, to calculate the chi-square value to test the normality

assumption, and to print the 90% and the 95% capture ratios.
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Let d represent our estimate of the standard deviation and

1 i+p
t = 1 log I p)

2 i- p

where p is the correlation of interest in the applicant population. Then for each

sample correlation coefficient(r) observed in the simulation it is recorded whether

or not it is true that

10 1+r _t
2 1 -r < Z.

The fraction of time that this is true is called the 90% capture ratio. The 95%

capture ratio is also computed, using Z.525 in place of Z.05 . If the capture ratios

are close to .9 and .95 respectively and the chi-square value is small then it is

reasonable to compute a 90% or 95% confidence interval based on d. A derivation

of this computation follows.

Let (1 - a) * 100 % be the confidence coefficient of the interval being defined.

It is assumed that

1log 1 +r - t
1- =P(-Z,/2 < 2 1 Z./2).-d-

After some algebraic manipulation it is seen that this probability is the same as

pa-i P b-1
P(a - -< b ) (2)

a+1I b+ 1

where

a - 1 +re _2Z /2d
1r

and
b + r e2Z,/2d.

1 -r

Thus equation 2 defines the (1 - a) * 100 % confidence interval.

As an example of the use of this procedure suppose that there are 9 explicit se-

lection variables called V1, V2 , ... , V9 and one implicit selection variable V10 . Pv,.Vo

is to be estimated using a sample of size 100. Use the correction formula to get
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point estimates of all 45 correlation coefficients as well as 10 variances. Suppose

that the point estimate for pv , ,vo is .5. Now plug all of these point estimates into

the simulation program using the appropriate selection criteria. Suppose that the

standard deviation of the Z-transform of the correction (d) is 0.150. N'oute that

1/V'- 3 = .102, so d is about 50% more than the standard deviation of the Z-

transform of rv,o. Suppose that the capture ratio of the 90% and 95% confidence

intervals are close to .9 and .95 respectively, and that the chi-square value is small.

Hence
a- 1 1.83- 1

- 0.29
a - 1.83+ 1

where
1 + .5 -2(1.645)(.15)a = ----.-5e 6)(1)= 1.83

and
b- 1 4.914-1= = 0.66
b + 1 = 4.914 + 1

where

b = 1+ .5 e2(1.645)(.15) = 4.914.
1-.5

So the 90% confidence interval for p is (.29, .66).

V. Two Programs for Interval Estimates

Two programs, NORM and TEST, have been written and implemented on the

VAX computer. Norm uses a multinormal distribution for the joint distribution

of the test scores. The method of generating these multinormal observations is

essentially the same as the method in program CORR and this method is presented

in Jackson(1988). The only difference is that the selection process has been speeded

up somewhat. TEST generates test scores by random sampling from a database of

test scores supplied by Brooks AFB. The main purpose of norm is to estimate the

standard deviation of the Z-transform of the corrected sample correlation coefficient

and to produce 90% and 95% confidence 'rvals based on the computations of

the last section. The main purpose of TEST is to test this procedure using real

test data.
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The input and output for NORM is just like that described in appendix A

and B except that on output more information is given on the Z-transform. Both

the 90% and 95% capture ratios are given as well as the chi square value and the

90% and 95% confidence intervals. The meaning of these values and the intended

use of program NORM is as follows.

Suppose that table 1 below represents the corrected correlation coefficients

based on some sample of test scores for 11 tests, and an interval estimate is desired

for the correlation between variables 1 and 11. The point estimate for this corre-

lation is 0.596. The values in table 1 are input to NORM as described in appendix

A, and a simulation is done as if these were the actual population parameters. The

values in table I are the best available estimates of the population parameters.

The variable REPS represents the number of times an estimate of the correlation

between variables 1 and 11 is calculated by the simulation. That is to say, it is the

number of random samples that are generated and for each random sample the

sample correlation coefficient and the corrected sample correlation coefficient are

calculated from the data of that sample. Suppose we use REPS = 100. For each

of the 100 repetitions a 90%(95%) interval is constructed as explained in the pre-

vious section. The 90%(95%) capture ratio is the fraction of these 100 90%(95%)

confidence intervals that contain the true value of 0.596. The chi-square value is

computed by the procedure presented in the last section to test the hypothesis that

the Z-transform of the corrected statistic is normal with mean

1 1+.596
-log = .687.
2 1-.596

Since this computation uses 6 cells and uses the sample standard deviation as the

hypothesized standard deviation of the distribution, under the null hypothesis the

computed value comes from a chi-square distribution with 4 degrees of freedom.

For 4 degrees of freedom the critical value for a = .1 is 7.78 and for a = .05 it is

9.49. Finally, the program computes a 90% and a 95% confidence interval using

the equations of section IV, the sample standard deviation for the 100 repetitions,

and the value 0.596 as the point estimate. As stated in section IV, these confidence
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intervals are based on the assumption that the transform of the corrected statistic

is normal and unbiased. The purpose of the simulation is to estimate the standard

deviation of the Z-transform. The assumption is that the standard deviation ob-

tained using the corrected estimates does not differ greatly from the true value of

the standard deviation.

1.000
0.722 1.000
0.801 0.708 1.000
0.689 0.672 0.803 1.000
0.524 0.627 0.617 0.608 1.000
0.452 0.515 0.550 0.561 0.701 1.000
0.637 0.533 0.529 0.423 0.306 0.225 1.000
0.695 0.827 0.670 0.637 0.617 0.520 0.415 1.000
0.695 0.684 0.593 0.521 0.408 0.336 0.741 0.600 1.000
0.760 0.658 0.684 0.573 0.421 0.342 0.745 0.585 0.743 1.000
0.596 0.7A9 0.487 0.489 0.465 0.433 0.503 0.680 0.640 0.570 1.000

Table I
Corrected Data

After NORM has been started it is just like running the program discussed in

appendix B. To start NORM type "run norm" at the VMS $ prompt. The results

of the replicated calculations of the corrected(uncui ected) correlation coefficients

are placed in NPLTC.DAT(NPLTU.DAT). Then type "run nplot" and respond

as directed in appendix B for program PLOT. One departure from the procedure

outlined in appendix B is that NORM terminates after the first plot. This is

because the plot information is always placed in a file named PLT.PRT and so a

second plot in the same run would cause the first to be overwritten before it could

be examined. For several plots just do "run nplot" several times. The program of

appendices A and B runs on a PC and is written in a version of PASCAL in which

the pseudo random number generator needs no human intervention to be initiated.

NORM runs on a VAX and is written in a version of PASCAL in which the pseudo

random number generator must be supplied a seed to begin execution. This seed
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needs to be an odd integer and conventional wisdom holds that it should have

about 5 digits for the best stochastic properties of the stream of random numbers.

The user is queried for the seed each time NORM executes. It is a good idea to

run each simulation two or three times using a different seed each time.

The mean and variance of all variables in the model must be supplied to

NORM in addition to the correlation coefficients of table 1. For a given fixed

subpopulation the means and variances of the variables do not influence the out-

come. The corrected values depend only on the correlations between the variables.

Hence any simulation can be done with variables all having mean zero and standard

deviation one. So the following example includes only standard normal random

variables. The program requires entry of the means and variances because if it just

assumed that all variables were standard normal then the user could not use the

real selection criteria. One would instead have to derive a set of criteria that would

produce the same subpopulation that the real criteria would have produced, had

the actual means and variances of the variables been used.

A simulation was done using the coefficients in table 1. These are the corrected

values from a sample collected at Brooks AFB. All 11 variables were assumed

to have mean zero and variance one. The selected sample size was set at 200

and 100 replications were done. Thus for each of the 100 samples generated,

observations were made until 200 applicants meet the selection criteria. As the

resulting selection ratio for this example was about .25, this means that on the

average about 800 observations were made for each of the 100 samples generated.

In the program all variables must be given a name and in this case the names given

were X1 , X2,... , X, 1 . The first three variables were designated as explicit selection

variables and the selection conditions were X, > 0.2, X2 _ 0.2, and X3 > 0.2. The

variables of interest were designated as X, and X11 and so the actual value of

the correlation of interest is .596. After NORM and NPLOT have executed, the

file PLT.PRT contains the summarized results of the simulation. For the current

simulation, table 2 gives the contents of PLT.PRT except that the histogram has

been removed to conserve space.
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Between X and X2 RHO=0.596 ; A complete description is in malc.dat

The mean sel ratio is 0.254 ; The mean est is 0.599 ; the std-dev is 0.06

bo = 0.322 b, = 0.460 ; corrected ; sample size is 200 ; # reps = 100

Smlest-Lrgest 0.451-0.744

[THE PLOT GOES HERE]

mean of the transform = 0.696 ; SD =- 0.089 ; 1/sqrt(n - 3) = 0.071

90% capture ratio = 0.9 ; 95% capture ratio = 0.95 ; chi2 = 2.164

90%(0.494 , 0.682) ; 95%(0.472 , 0.697)

untransform of the mean of the transform = 0.602

Table II
PLT.PRT First Run

This file tells us that the correlation between the first and the eleventh vari-

able, which is 0.596, is being estimated and that all the input parameters can be

found in a file named MALC.DAT. The selection ratio is given, and it is stated that

the sample mean of the 100 corrected estimates was 0.599. The sample standard

deviation of the 100 corrected estimates was 0.06. The sample regression coeffi-

cients of X 1 , on X are given, and it is noted that the values in this file pertain

to the corrected statistic. Values for the uncorrected statistic may be obtained

by running NPLOT and specifying the uncorrected option. By doing this, one

would learn that, in this case, the sample mean of the 100 uncorrected estimates

was 0.345. After the plot, omitted here, il.formation about the Z-transform of

the 100 corrected values is presented. It is seen that the sample standard devi-

ation of the transformed values is 0.089 and that the 90% and the 95% capture

ratios are exactly as they should be. The small chi-square value(2.164) indicates

a good fit of the transformed values to a normal distribution with mean 0.687(the

Z-transform of 0.596). Based on a standard deviation of 0.089, the 90% and 95%

confidence intervals are (0.494 , 0.682) and (0.472 , 0.697) respectively. These

interval -stimates are associated with the point estimate 0.596. Also shown is
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1/sqrt(n - 3) = 1/sqrt(197) = .071. This is the expression given in the theorem

at the beginning of the previous section as the approximate value of the standard

deviation of the Z-transform of the uncorrected statistic. In all of our simulation

studies this expression is a very good predictor of the observed sample standard

deviation of the Z-transform of the uncorrected statistic. For example, in the

present example this observed estimate was 0.074. The standard deviation of the

Z-transform of the corrected statistic is always greater than the standard deviation

of the Z-transform of the uncorrected statistic. However we must use the corrected

statistic because the uncorrected statistic is frequently, as in the current example,

very biased. For comparison, table 3 gives the results of another simulation us-

ing exactly the same input parameters but a different seed for the pseudo random

number generator.

Between X1 and X2 RHO=0.596 ; A complete description is in malc.dat

The mean sel ratio is 0.253 ; The mean est is 0.593 ; the std-dev is 0.05

bo = 0.319 b, = 0.455 ; corrected ; sample size is 200 ; # reps = 100

Smlest-Lrgest 0.427-0.718

[THE PLOT GOES HERE]

mean of the transform = 0.687 ; SD = 0.085 ; 1/sqrt(n - 3) = 0.071

90% capture ratio = 0.91 ; 95% capture ratio = 0.97 ; chi2 = 2.634

90%(0.498 , 0.679) ; 95%(0.478 , 0.693)

untransform of the mean of the transform = 0.596

Table III
PLT.PRT Second Run

Program TEST is like program NORM except that the observed test scores are

selected randomly from a database of test scores. If NREC represents the number

of records in the database file, then a random observation is made by selecting one

number from 1,2,..., NREC and then reading that record. The record number

is selected at random in such a way that the numbers 1,2,.. ., NREC all have
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an equal chance of being selected. This is done using a pseudo random number

generator, so the user will be required to supply a seed each time the program runs.

Sampling is done with replacement. In other words, a record may be selected more

than once in a sample. This is, of course, not the way sampling is really done, but

we are only ini*rested in cases where NREC is sufficiently larger than the sample

size that sampling with replacement will have no noticeable effect on the outcome.

The input to TEST differs slightly from that of NORM. The user does not

need to supply the means, variances, and correlation coefficients of all the random

variables representing test scores, as these are implicit in the database. However,

the correlation between the two variables of interest is requested so that it can be

printed in the output. Also the variables are not given names but are referred to

by the position they occupy in the records of the database file. The user will be

prompted for the name of the database file(scores file) and the number of records

in that file. The number of test scores in each record of the database file is, of

course, the number of variables in the simulation. So the user is not required to

specify the number of variables. That number is represented by a constant in the

programs called on by TEST. In order to use TEST with a database file having

a different number of test scores in each record one program(TESTGBL) must be

modified in one place and all programs must be compiled and linked again. The

number is currently set to 11.

After TEST has been executed, TPLOT must be executed just as NPLOT

must run after NORM. In order to calculate the capture ratio for the 90% and the

95% confidence intervals TPLOT uses the standard deviation from a corresponding

run of NORM. A corresponding run means a run using the means, variances, and

correlation coefficients of the variables in the database used by TEST. In this way

the capture ratios reflect the procedure discussed in the previous section. The

output of TPLOT is left in file PLT.PRT, which is the same file in which NPLOT

leaves its output. The output of TPLOT is almost identical to that of NPLOT. At

the top of the output the numbers of the variables of interest is given along with

the actual value of the correlation between these two variables.
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VI. Runs Using Brooks AFB Test Score Data

A set of test scores from Brooks AFB consists of 3930 records, each containing

11 test scores. The means, standard deviations, and correlation coefficients of these

data appear in table 1.

Means
82.54 53.12 53.78 54.08 55.19 54.94, 54.86 52.34 52.89 54.46 52.16

Standard Deviations
5.61 6.42 5.63 4.65 4.68 6.28 6.74 8.05 6.89 7.23 7.53

Correlation Coefficients
1.00
0.37 1.00
0.31 0.23 1.00
0.37 0.59 0.14 1.00
0.34 0.37 0.17 0.43 1.00
0.09 -0.08 0.25 -0.07 0.06 1.00
0.08 -0.10 0.13 -0.03 0.10 0.54 1.00
0.27 0.37 0.20 0.25 0.19 -0.16 -0.15 1.00
0.28 0.31 0.57 0.20 0.20 0.27 0.14 0.05 1.00
0.29 0.41 0.38 0.30 0.20 -0.06 -0.05 0.50 0.31 1.00
0.32 0.49 0.24 0.38 0.24 -0.12 -0.12 0.56 0.20 0.49 1.00

Table I
Brooks AFB Data

These data have already been selected on the basis of the first 10 scores,

the ASVAB. Variable 11 is the criterion variable. So variables 1 through 10 are

the explicit selection variables and variable 11 is the implicit selection variables.

Notice that if variable 11 is linear and homoscedastic with respect to the first 10

variables before selection on those 10 variables has occurred, then it will be linear

and homoscedastic after selection has occurred. Therefore, there is no logical

difficulty with taking these data to represent an applicant population subject to

more selection on the first 10 variables.

A number of runs of TEST were made to try and answer two questions. The

first is : "How well does the confidence interval procedure described in section IV

work in this data set?" Unfortunately, the answer is that it does not work as well
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as we would like. It produced a very reasonable capture ratio for the 90% and 95%

confidence intervals in the majority of the cases ran, but sometimes the capture

ratios were very low. In the worst case, presented below, the capture ratio for 90%

was .73 and the capture ratio for 95% was .82. The conclusion, at least for this

data set, is that if one has no other way to get a feeling for the variability inherent

in a sampling process then this procedure is worthwhile. The second question is

: "In this data set is the corrected statistic more accurate than the uncorrected

statistic?" The answer to this question is yes. The corrected statistic was too high

and the uncorrected statistic was too low in every case ran. However the distance

between the true parameter value and the uncorrected estimate was typically 2 or

3 times the distance between the true parameter value and the corrected statistic.

The conclusion is that one should always use the corrected statistic.

The two cases presented here are selected because they represent the most

extreme cases encountered with respcct to the second question above. The first

case, where the corrected statistic is considerably better, is certainly more typical

than the second case, where the corrected and uncorrected statistics are essentially

the same distance from the true parameter value. The two cases also give the

extreme values of the capture ratios for the 90% and 95% confidence intervals.

With respect to the firzt question neither case is typical. For the cases considered,

the capture ratios bounced around between the two extreme values given in these

two examples. In both cases the sample size was 100 and the number of repetitions

was 100.

In the first there were three restrictions using all 10 explicit selection variables.

The sum of the first 3 variables had to be at least 189.44, the sum of the next 4

had to be at least 219.07, and the sum of the last 3 explicit selection variables had

to be at least 159.65. These 3 restrictions resulted in a selection ratio of 0.225.

The correlation between variables 8 and 11, which can be seen from table 1 to be

.56, was the parameter being estimated. The corrected estimate was .600 and the

uncorrected estimate was .440. The capture ratios of the corrected statistic for the

90% and the 95% confidence intervals were 0.94 and 0.97 respectively.
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In the second case there was only one restriction. That restriction was that

the sum of all 10 explicit selection variables had to be at least 568.2. With this one

restriction the selection ratio was 0.5. The correlation between variables 10 and

11, which was 0.49, was being estimated. The corrected estimate was 0.558 and

the uncorrected estimate was 0.425. The capture ratios of the corrected statistic

for the 90% and the 95% confidence intervals were .73 and .82 respectively.

VII. Recommendations

Under the assumptions of linearity and homoscedasticity, Pearson correction

does not change the value of the F statistic. If these assumptions are not satisfied

then the application of the correction formula is not appropriate. The application

of the F test also requires normality of the error term for fixed X values and inde-

pendence of error terms for different fixed X values. These assumptions probably

do not hold exactly in the applicant population. But if they do hold in the ap-

plicant population, then they should also hold in the selected population provided

the new test whose predictive value is being tested is not a hidden explicit selection

variable. Range restriction may, of course, have an effect when real data is used,

and there might be a fairly persistent bias in the test one way or the other. If a

large data set from the application population could be found, then it might be

advantageous to study the sampling distribution of the F statistic using this data

set.

Section III establishes that hidden variables are potentially a real problem.

Assuming that linearity and homoscedasticity hold when all explicit selection vari-

ables are included, then they may not hold when an explicit selection is excluded

from the model. This was demonstrated in section III. If it can somehow be de-

termined that hidden variables are sometimes causing inaccuracies in the Pearson

correction statistic, then one must either include these variables in the correction

or find some other statistic that gives correct results whether hidden variables

are present or not. The application of such a statistic seems likely to require

some assumption regarding the distribution of the error term in the linear model.
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Furthermore, this statistic is likely to not be very robust with respect to this as-

sumption. For example, the statistic proposed by Gross and McGanney requires

the assumption of normality of the error terms. It also requires that the selection

criteria fit in one equation. Finally, it has the property that it works poorly ex-

actly when the Pearson correction statistic works well. These comments are not

meant to be a criticism of the work of Gross and McGanney, but rather to point

out the difficulty of developing a robust statistic that is able to detect the presents

of hidden variables and correct for them. We should continue to seek a way to

determine if hidden variables are a real problem. However, Pearson correction ap-

pears to work very well and should be replaced with another statistic only in the

presents of overwhelming evidence that the new statistic performs better. The ef-

fect of range restriction is always present and Pearson correction does a very good

job of correcting for this effect. If a large database of applicant scores, along with

the values of suspected hidden variables for each record, could be obtained then it

would be possible to do an empirical study to determine if the inclusion of these

variables would improve the accuracy of the Pearson correction statistic.

A procedure for interval estimates is described in section IV, the programs

to implement this procedure are described in section V, and some empirical ob-

servations of the procedure are discussed in section VI. It should be added to the

observations of section VI that all of the runs made indicated that the sampling

distribution of the corrected statistic is approximately normal even when the sam-

ples come from the database of test scores, as they do when running program

TEST. It was also observed that the standard deviation of the Z-transform of the

corrected statistic for a corresponding run of NORM was a fairly good estimate

of this standard deviation from a run of TEST. Thus, the reason that the capture

ratios of the confidence intervals are sometimes too low is mostly because the cor-

rected statistic from the database is frequently a slight overestimate of the true

population parameter. Even if the confidence intervals are not entirely accurate,

when decisions about the validity of tests must be made, it is useful to have this

information about the sampling distribution of corrected statistic. The capture
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ratios of confidence intervals based on the uncorrected statistic were very low be-

cause the uncorrected statistic is considerably more of an underestimate than the

corrected statistic is an overestimate.
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APPENDIX A

General Description of the PC Simulation Program

The program was written in PASCAL and is currently running on an IBM

compatible micro computer. The joint distribution of all of the random variables

is assumed to be multinormal in the unrestricted population. The inputs to the

program are listed here for reference and they will be explained later as we discuss

the program.

The number of variables[nv] and their names[vnamej
Unrestricted population mean and std-devjmu , sig]
The correlation coefficients in the unrestricted population[rho]
The number of explicitly selected variables[nve] the first nve entered
The number of restrictionsinr]
The coefficients of the explicitly selected variables[ncoeff]
Cutoff value for each restriction[cutoffI
Size of the unrestricted population(nwpj
Size of the restricted population[nvp]
The number of times the experiment will be repeated[reps]
The two variables of interest in the list of variables[intl,int2l
The number of hidden explicit selection variables[hes)
Cutoff for the hidden explicit selection variabie[hcutoffI

Figure 1 below is an example of a file describing the input to a run. The first

line says that there are 3 variables in this case. The next three lines give the name,

mean, and standard deviation of the three variables. In this case they each have

mean 0.0 and standard deviation 1.0. The nexL three lines give the correlation

matrix for the three variables. So tie correlation coefficient for (x,y) is 0.86, for

(x,z) it is 0.0, and for (y,z) it is 0.43. The next line gives the number of explicit

selecti -riables. There is 1 i, this case and so X is the only explicit selection

variable, it is specified that there is only 1 restriction(selection) and that the
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restriction is (i.0)X > 0.0.

3
x 0.0 1.0
y 0.0 1.0
z 0.0 1.0

1.00 0.86 0.0
0.86 1.00 0.43
0.00 0.43 1.0

1 # of explicitly restricted variables
1 number of restrictions
1.0 0.0
2 3 variables of interest
0 0.00 # hid exp sel vars cutoff value
1 50 100

Figure 1.
An Input File

The selected group will consist of those persons getting a score of zero or

greater on the X test. The third to last line says that the variables of interest are 2

and 3[Y and Z]. The second to last line says that there are no hidden variables. The

other possibility is that this line could indicate that there was one hidden variable.

If that were the case than that variable is assumed to be the last variable, Z in

this case. If one hidden variable were specified then the second number on this

line would be the cutoff value for this variable. So if the second to last line were

"1 0.00" than the selected group would consist of those persons getting a score

of zero or greater on the X test and on the Z test. Data and a histogram of the

distribution will be given for the uncorrected r between X and Z and the same

information is given for the Pearson correction statistic. The program calculates

the Pearson correction statistic using the theorem from section I. The last line will

be explained after the following discussion.

Creating a multinormal observation is 2quivalent to simulating one individual.

In the above case this means getting three values, one for each of the three test

scores X, Y, and Z. Each multinormal observation is part of the applicant group
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and is also a member of the selected group if the scores satisfy all of the restrictions.

For the present case this means that the score on the X test must be at least zero.

One experiment is simulated by generating observations until two conditions are

satisfied. There must be at least nwp observations in the applicant group and there

must be at least nvp observations in the selected group. For most cases we set nwp

= 1 and then the only restriction is that we have at least nvp observations in the

selerted group. One run of the program consists of simulating reps experiments.

The last line of a file which describes a run gives nwp, nvp, and reps in that order.

In figure 1, nwp = 1, nvp = 50, and reps = 100.

When progr;n CORR begins it will ask if the user wants to enter the data

necessary to describe a run or to give the name of a file which contains the data

in the expected format. The file in figure 1 is called test4 and so we can just give

that name to CORR and the run is specified by the input parameters in figure

1. The reason test4 is in the expected format is because CORR wrote the file on

a previous run. It was written when CORR executed, and it was specified that

data would be entered from the keyboard and that these data were to be saved

in a file named test4. Now if one is familiar with PASCAL read statements they

could use a text editor to change some of the parameters and use test4 for another

run. After CORR executes, the data necessary to produce the histograms of the

corre-Aed and the uncorrected statistics are in two internal files and one must run

program PLOT which will read these internal files and display this data on the

printer.

For each experiment CORR calculates each of the following quantities.

bO and bl = the estimates of the regression parameters
statu = the uncorrected estimate of correlation coefficient
statc= the corrected estimate of the correlation coefficient calculated

with the equaLions oltheorem 3 

Hence, CORR will generate reps copies of each of these parameters. In each case

the two implied vaiiables are intl and int2, and the regression parameters are for
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int2 on intl. In the case of bO and bl the only values retained are the totals

so that after the reps experiments have been generated the mean values of these

parameters may be calculated. In the case of statu and statc each observed value is

-etained and written to the files pltu.dat and pltc.dat respectively. As mentioned

earlier, the user can run PLOT to havr all these results displayed.
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APPENDIX B

PC Simulation Reference Manual

Program CORR runs under the Turbo Pascal Version IV system on an IBM

PC AT. It runs under the integrated environment Turbo.exe. This gives the user

access to all of the features that make Turbo Pascal a user friendly system. For

users not wanting to enter the integrated environment there is a command line

version explained in chapter 12 of the Turbo Pascal Version IV owner's handbook.

This appendix, however, presupposes that the integrated environment is being

used.

To begin the Turbo integrated environment type "turbo" followed by the "en-

ter" key. Perhaps it is preferable to keep the Turbo programs in one directory, say

\v4, and the application programs in a qubdirectory , say \v4\corr. Here "appli-

cation programs" means CORR plus all of the other programs and units that are

part of the simulation system. In this subdirectory one would also keep the data

files that are input to the simulation programs. These data files describe the pa-

rameters of a run. For a complete description of the simulation programs and the

format of the data files, see appendix A. If the the Turbo system is in \v4 and the

applications are in \v4\corr then it might be useful to create in this subdirf .tory a

file called "t.bat" that contained the single command "\v4\turbo". Then to start

the system, get in directory \v4\corr and type "t" followed by the "enter" key.

Suppose that the Turbo programs and the application programs have all been

loaded and the Turbo system has been initiated as discussed above. The screen

is displaying the Turbo Pascal integrated environment main menu, consisting of

File,Edit,Run,Compile, and Options. In normal circumstances the only selections

necessary to run simulations are File and Run. There are a number of ways to

select menu options, but only one is mentioned here and it is the must general,
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in that it works from any place in the menu system. Simultaneously pressing the

"alt" key and the first letter of any main menu option will select that option. To

begin a simulation select the File option by simultaneously pressing "alt" and "f".

The screen now shows the File option. Press "1" to select the Load sub-option. The

screen responds with "*.pas". Hit the "enter" key and a directory of the application

programs is shown. Use the arrow keys to place the highlighted rectangle over the

name "corr.pas." Once the highlighted section is properly placed, hit the "enter"

key. The screen shows the source listing of CORR and you are in the editor. Select

the Run option by simultaneously pressing "alt" and "r". Now the simulation

program begins to execute. While you are in the editor, before selecting the Run

option, it is important not to change the source code and if you do then just do not

save the changes and nothing will be damaged. From the editor, you can terminate

Turbo Pascal by choosing the File option and then hitting "q" for quit.

Suppose that CORR has been started by loading it under the File option and

then choosing the Run option as just explained. The first question asks if you want

to describe the parameters for a new run(type "e" then the "enter" key) or if you

want to specify the name of a data file that was created on a previous run and

contains the parameter specifications(type "f" then the "enter" key). Since this is

the first time we have executed the program we select "e". Now the program is

asking for the name of a file into which will be written the parameter specifications

given in this run. Type a file name and then the "enter" key. Later, when the

program is executed again, it will be possible to take the "f" option to the first

question and then give this file name.

After having taken the "e" option to indicate that parameters will be entered

from the keyboard, rather than from a file, you must give values for all of the

input parameters discussed in appendix A. Whenever giving a real number less

than one, such as .543, Turbo Pascal insists that the number start with a zero. So

you must enter 0.543 and not .543. In other words, Turbo Pascal wants one digit

to precede the decimal point for all real numbers. Failure to comply with this rule

will cause a runtime error and you will find yourself back in the editor. To begin
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again select the File option, select the Load sub-option, load CORR, then select

the Run option and start over. After all parameters have been specified from the

keyboard or from a specified file, the program will start doing the simulation. It

prints a digit d when it has completed d tenths of the repetitions. In this way it

is possible to estimate, at any time, how much longer the run will take. There is

no way to stop the program except at input/output operations. That is when the

program is printing on the screen or waiting for input from the keyboard. If the

"ctrl" key and the "pause" key are pressed simultaneously then the program will

be interrupted at the next input/output operation.

After the simulation is complete you will be requested to strike any key to

return to the Turbo Pascal menu. When you do strike a key you will be back in

the editor. Enter the File option and then the Load sub-option as before and this

time place the highlighted area over the name "plot.pas" and press the "enter" key.

Select the Run option and then program PLOT will execute. At this point the user

must choose to see frequency data and sample statistics for the corrected statistic [c],

the uncorrected statistic[u], or to terminate the program[q]. Suppose the "c" option

is taken. Now the program is asking if the user wants to set the plot parameters or

if certain default settings are desired. The usual choice here is "y" meaning "yes"

the user wants the program to set the plot parameters. These parameters include

the minimum value, the maximum value, the number of divisions, and the physical

width of a division for the horizontal axis of the frequency distribution plot. The

best strategy is to first let the program select these values and then it is possible to

learn from the resulting plot the range of values taken by the simulated statistic.

Then one has some information to use In determining the optimal plot parameters

and these may be specified on a subsequent pass. Next the program wants to know

if a plot of the statistic or of the Z-transform of the statistic is desired. If the

Z-transform is specified then extra information about the sample statistics of the

Z-transformed observations is given after the plot.

The data at the top of the output from program PLOT is the same whether

the Z-transform is specified or not. It gives the names of the two variables of
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interest. It give the true value of the correlation between the variables of interest

in the applicant population. It gives the name of the file that contains the input

parameters for the run. It also gives the mean selection ratio, as well as the

mean and standard deviation of the value of the corrected or uncorrected statistic.

These are calculated from the sample of "reps" calculations of the corrected or

uncorrected statistic, each based on a sample of size "nvp". "Reps" and "nvp" are

user supplied input parameters that describe the characteristics of a simulation.

The selection ratio for one calculation is the fraction of observations generated that

satisfied the selection criteria. The regression parameters(bo, and b,.) for the second

variable on the first are printed. It is indicated whether this information refers to

the "corrected" or the "uncorrected" statistic. The sample size( "nvp") and the

number of repetitions("reps") are given. Finally, the smallest and largest values

of the statistic or corrected statistic that were observed in the "reps" experiments

are printed.

Next comes the histogram of the distribution of the uncc-rected or the cor-

rected statistic or of the Z-transform of one of these. What is plotted here depends

on what was specified when program PLOT started to execute. On a later pass

through this program the scale of the horizontal axis may be changed.

If a Z-transform plot was made then extra 'nformation is printed after the

histogram. The mean and standard deviation of the transform of the corrected or

uncorrected statistic based on the "reps" repetitions is printed. The 95 % capture

ratio is given. This ratio is based on a confidence interval calculated using the

standard deviation of the Z-transform, not on 1/v'n/--3. Finally the inverse Z-

transform of the mean of the "reps" Z-transform values is printed.
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SUMMARY

The objectives of this research were to (a) provide evidence

on the usefulness of 26-category enlisted AFS task taxonomy

developed at AFHRL (HRL taxonomy) for research on cross-job ease-

of-movement, (b) assess the convergent validity of ease-of-

movement (EOM) indices developed on the basis of the HRL task

taxonomy (HRL-EOM indices) against additional EOM predictors, (c)

assess the postdictive validity of HRL-EOM indices against

variables related to actual cross-AFS EOM, and (d) obtain some

initial empirical evidence on the construct validity of ease-of-

movement predictors and criteria. Data obtained in 1989 from

836 7- and 9-skill level respondents to a Skills/Knowledge

Questionnaire, and in the late 1970's from 3135 retrained airmen

and their immediate supervisors on Airman Retraining Program

Surveys were used to address research objectives. Results

indicated (a) reasonably strong support for the usefulness the

HRL task taxonomy for supporting research on cross-AFS

transferability of skills, (b) convergent validity of HRL-EOM

indices against alternative predictors, and (c) potential value

of EOM indices for predicting actual retraining ease. Future

research needs include (a) development of validated measures of

the ease with which individuals learn to perform a new job

effectively, (b) predictive, longitudinal validation of EOM

indices against actual retraining ease, and (c) convergent

validation of alternative EOM estimates.
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PREFACE

The Manpower, Personnel, and Training (MPT) Technology

Branch of the Manpower and Personnel Division, Air Force Human

Resources Laboratory (AFHRL/MODJ) is engaged in several research

and development efforts designed to support the integration of

MPT considerations early on in the weapon system acquisition

process. The research reported here was designed to support work

ongoing in AFHRL/MODJ on the development of a validated taxonomy

of tasks performed by Air Force enlisted personnel, and on the

development of procedures for estimating the transferability of

skills across enlisted specialties.
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EASE-OF-MOVEMENT I

I. INTRODUCTION

Cross-job transferability of skills (Kavanagh & Gould, 1988)

has been defined as "the continuous use of acquired knowledge and

abilities when moving from one job to another" (Fine, 1957a,

1957b, p. 938) and, more recently, "the ease with which

individuals trained to proficiency on one job can apply acquired

knowledge and skills in learning another job" (Lance, Kavanagh, &

Gould, 1989a, p. 3). As noted by Lance et al. (1989a), there are

large bodies of literature on topics related to the

transferability of employee job skills such as (a) transfer of

training to on-the-job performance (Baldwin & Ford, 1988), (b)

psychological adjustment following job transfer (Brett, 1984;

Pinder & Walter, 1984), and (c) patterns of career mobility

(Louis, 1980), but as yet little literature exists on the

measurement or prediction of cross-job transferability of skills.

The topic of transferability of employee job skills across

job families has been ignored perhaps because most employee flows

are (a) vertical, that is, within career ladders, (b) within,

rather than across, job families, or (c) between, rather than

within, organizations (Anderson, Milkovich, & Tsui, 1981; Brett,

1984; Burak & Mathys, 1980; Hall, 1976; Mobley, Griffeth, Hand, &

Meglino, 1979; Muchinsky & Morrow, 1980; Pinder & Schroeder,

1987; Pinder & Walter, 1984). Cross-job family transferability

of skills is an emerging concern, however, for human resource

management (HRM) research and practice in the light of (a)

increasingly rapid technological changes in the workplace and
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EASE-OF-MOVEMENT 2

consequent changes in employee sk. 1.1 mix requirements (Fossum,

Arvey, Paradise, & Robbins, 1986; Kozlowski & Farr, 1988;

Rumberger, 1981), (b) demographic shifts in the U.S. labor force

(Ahlburg & Kimmel; Gentner, 1989; Gould, 1989), (c) increasing

emphasis on long-range, strategic, human resource planning (Dyer,

1982, 1985; Scarpello & Ledvinka, 1988), and (d) increasing

foreign economic competition (Lenway, 1985). Making the most

efficient use of employees' current job skills can be viewed as

part of a firm's overall HRM strategic planning mandate, and

determining the transferability of employees' present knowledge

and skills to address projected manpower and personnel needs can

aid in addressing this end.

The transferability of employee job skills has become

particularly important to the U.S. military in the light of

Congressional mandates and Department of Defense policy that

manpower, personnel, and training (MPT) considerations be

intergrated along with the design, test, and production of new

and modified weapon systems (WSs) (see Askren & Eckstrand., 1980;

Gentner, 1989; Stephenson & Gentner, 1987; Weddle & Fulkerson,

1980). Basic MPT questions include (a) for manpower: How many

individuals will be required to operate and maintain the new WS?

How many eligible recruits will be available in the U.S. labor

force? How many people will be needed in each occupational

specialty supporting the WS? (b) for personnel: What aptitude

and other entry-level requirements will be needed? what

occupational structures will be required for the operation and

maintenance of the WS? and (c) for training: What skills will

113-6



predictions, Lance et al. (!989a) found that EOM indices

indicated the more difficult cross-AFS movements to be those (a)

into AFSs having higher occupational learning difficulties

(OLDs), (b) from AFSs having lower OLDS, and (c) into new AFSS

having different aptitude requirements than the old, or From-AFS.

However, Lance et al. (1989a) also noted several needs for

additional research including needs for (a) additional

corroborative evidence for the usefulness of work taxonomies for

supporting EOM estimates, (b) empirical validation of EOM

estimates against the ease with which individuals actually are

able to retrain from various jobs into others, and (c) additional

convergent and construct validation evidence on cross-job EOM

estimates. These additional research needs provided the major

impetus for the present research.

Purposes of the Present Research

As Lance et al. (1989a) pointed out, the validity of cross-

job EOM estimates hinges, in part, on the adpropriateness of the

underlying taxonomic structure assumed for the description and

analysis of the relevant work domain. Lance et al. (1989a) based

their EOM estimates on subject matter expert (SME) ratings of

months required for a typical incumbent to attain proficiency on

tasks included within 26 categories of a task taxonomy developed

by Bell and Thomiiasson (1984) at the U. S. Air Force (USAF)

Occupational Measurement Center (OMC). The categories included

in this task taxonomy and their definitions are listed in

Appendix A. This OMC task taxonomy subsequently has proven

useful for (a) SME allocation of tasks performed by enlisted
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EASE-OF-MOVEMENT 5

airmen into taxonomic categories (Gould, Archer, Filer, Short, &

Kavanagh, !989), (b) supporting SME direct ratings of Relative

Time Spent and Months to Proficiency on tasks included within

categories (Lance et al., 1989a), and (c) deriving cross-AFS EOM

estimates (Lance et al., 1989a). However, Lance, Kavanagh, and

Gould, (1989b) suggested that several of the OMC task taxonomy's

categories either overlapped, or were not defined in sufficiently

concrete terms. To address these concerns, Lance et al. (1989b)

developed an alternative taxonomy for tasks performed by USAF

enlisted personnel based on a synthesis of (a) Relative Time

Spent rating data for the OMC task categories collected from 675

SMEs on a Skills/Knowledge Questionnaire (SKQ), (b) data

collected from 2122 airmen on the General Work Inventory (GWI)

(Cunningham & Ballentine, 1982), (c) data collected from 2494

airmen on the Electronics Principles Inventory (EPI) (Ruck,

1986), (d) existing work taxonomies, and (e) expert judgment.

The categories included within this taxonomy, developed at the

Air Force Human Resources Laboratory (HRL taxonomy), along with

the category definitions, are listed in Appendix C. The first

purpose of the present research was to determine the usefulness

of the HRL task taxonomy for (a) obtaining reliable SME judgments

of Relative Time Spent and Months to Proficiency on tasks

included in the HRL task categories, (b) differentiating among

AFSs in terms of their task contents, and (c) supporting

systematic estimates of cross-AFS EOM.

The second purpose of this research was to assess the

convergent validity of cross-AFS EOM estimates based on SME
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EASE-OF-MOVEMENT 6

judgments of Months to Proficiency on tasks within HRL task

taxonomy categories. Previously, Lance et al. (1989a) found

support for convergence between EOM estimates based on the OMC

task taxonomy (OMC-EOM indices) and cross-AFS differences in

occupational learning difficulty and aptitude requirements. An

approach similar to Lance et al.'s (1989a) was taken here to

assess convergence between HRL-EOM indices and additional

predictors of actual EOM. Specifically, it was predicted that

HRL-EOM estimates would indicate more difficult movements (a)

into AFSs which have higher OLDs, (b) from AFSs which have lower

OLDs, and (c) across, rather than within, aptitude requirement

areas.

Although Lance et al. (1989a) demonstrated significant

convergent validity for OMC-EOM estimates against AFS differences

in occupational learning difficulties and aptitude requirements,

they identified the additional need for validation evidence

against the actual ease with which individuals are able to

retrain and learn to perform a new job effectively. The third

purpose of this research was to address this additional research

need using a postdictive validation strategy by relating EOM

indices to performance and skill utilization criteria obtained on

retrained airmen as part of a large-scale retraining study

conducted by AFHRL in the late 1970's (Skinner, 1,981, 1982, 1983;

Skinner & Alley, 1980, 1984). The general hypothesis was that

EOM indices which indicated relatively more difficult cross-AFS

movements would be associated with (a) lower airman performance

levels in the new- or "TO-AFS", (b) lower ratings of incumbents'
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technical abilities in the new- or "TO-AFS," and (c) lower

ratings of the extent to which technical skills learned in the

old- or "FROM-AFS" were helpful in the "TO-AFS."

Finally, the present research attempted to provide some

initial empirical evidence on the construct validity of cross-AFS

EOM predictors and criteria. Kavanagh and Gould (1988) suggested

that cross-job transferability of skills is likely to be

determined, at the job level, by factors such as job difficulty,

differences in aptitude requirements, and FROM- and TO-AFS task

commonalities. At the level of the individual, extent of prior

job learning, and additional social and motivational factors can

be considered as determinants. According to this conception,

cross-job transferability of ills (rather than performance

effectiveness in the TO-AFS per se) is the endogenous variable,

and job- and individual-level predictors are the exogenous

variables. This study attempted to provide some initial tests of

linkages discussed by Kavanagh and Gould (1988) by examining

relationships between several variables related to cross-job

transferability of skills (ratings of performance in the TO-AFS,

and judgments of the transfer of technical skills to the new

assignment) and several predictors of cross-job ease-of-movement

(EOM indices indicating task commonalities and learning time,

differer as in FROM- and TO-AFSs' OLDs and aptitude

requirements).

Summary. The objectives of this research were to (a)

provide evidence on the usefulness of the 26-category HRL task

tax.'nomy described by Lance et al. (1989b) for research on cross-
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EASE-OF-MOVEMENT 8

lob ease-of-movement, (b) assess the convergent validity of EOM

indices developed on the basis of the HRL task taxonomy (HRL-EOM

indices) against additional EOM predictors, (c) assess the

postdictive validity of HRL-EOM indices against criteria related

to actual cross-AFS EOM, and (d) attempt some initial tests of

the construct validity of ease-of-movement predictors and

criteria.

II. METHOD

The present research used data obtained (a) from several

different sources, (b) at different levels of analysis (e.g.,

individual-, AFS-, and AFS aptitude cluster-level), (c) for

different purposes, and (d) at different times. The d,a sets

included for this research are described, followed by

descriptions of the measures examined.

Data Sources

1988 Skills/Knowledge Questionnaire (SKQ)

Lance et al. (1989a) reported on the development of a

Skills/Knowledge Questionnaire (SKQ) for the purposes of

soliciting three sets of judgments from SMEs (7-, and 9-skill

level airmen) about tasks performed by journeyman-level (5-skill

level) airmen as they related to the OMC task taxonomy: (a) a

binary Part-Qf-Job rating, (b) Relative Time Spent Performing

tasks within each category, and (c) Months to Proficiency, or :he

number of months for a newly assigned recruit to attain

proficiency on tasks within each of the OMC task categories. A

copy of the 1988 version of the SKQ is included in Appendix B.
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Thirty SMEs within each of the 47 AFSs which had the highest

rates of cross-AFS movement (either "out-of," into another AFS,

or "into," from other AFSs) for the prior two years were targeted

as possible survey respondents. A total of 675 SKQs were

returned. Data reported by Lance et al. (1989a), were from 560

airmen in one of 41 AFSs in which at least five potential

research participants provided usable data, and which were

assigned to a single aptitude requirement area. These 41 AFSs,

their AFS Codes (AFSCs), tLitles, Occupational Learning Difflculty

Indices (OLDs), aptitude area assignments and percentile cutoff

scores (see below) are shown in Table 1. As part of the study

reported by Lance et al. (1989a) EOM indices were computed for

the 1640 possible movements across the AFSs shown in Table 1

using mean SME Months to Proficiency ratings from the 1988 SKQ

(see Lance et al., 1989a for details). These estimates were

based on the OMC enlisted task taxonomy and will be referred to

below as OMC-EOM estimates.

1989 Skills/Knowledge Questionnaire (SKQ)

Questionnaire Development

Several revisions were made to the 1988 SKQ in developing

the 1989 SKQ. First, questionnaire instructions were rewritten

toward brevity and clarity. Second, and most importantly, task

rating categories were amended from the OMC enlisted AFS task

taxonomy categories to the HRL task categories described by Lance

et al. (1989b), and as shown in Appendix C. This change

reflected recommendations made by Lance et al. (1989b) that

future EOM estimates be linked to the HRL enlisted task taxonomy
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Table I
Air Force Specialties Surveyed With the 1988 SKQ

MAGE
AFSC Specialty Title Area OLD

ll3xOc - Flight Engineer G-55 91
122x0 - Aircrew Life Support G-30 81
207xi - Morse Systems Operator A-45 80
241x0 - Safety Specialist G-53 105
242x0 - Disaster Preparedness G-58 105
251x0 - Weather Specialist G-64 83
272x0 - Air Traffic Control Operator G-43 98
274x0 - Command and Control Specialist G-48 95
275x0 - Tactical Command and Control Spec G-48 92
304x0 - Wideband Communication Equip Spec E-67 122
305x4 - Elec Component & Switching Sys Spec E-67 120
306x0 - Elec Commun & Crypto Equip Sys Spec E-67 125
411x0c - Missile Systems Maintenance Spec E-67 126
411xla - Missile Maintenance Specialist M-51 130
426x2 - Jet Engine Mechanic M-44 134
431xi - Tactical Aircraft Maintenance Spec M-51 120
431x3 - Airlift Aircraft Maintenance Spec M-51 125
451x4 - F-15 Avionics Test Stn & Comp Spec E-67 124
451x5 - F-16/A-10 Avionics Test Stn & Comp Spec E-67 124
451x6 - F/FB-111 Avionics Test Stn & Comp Spec E-67 124
454x3 - Fuel Systems Maintenance Specialist M-51 131
456xi - Electronic Warfare Systems Specialist E-67 119
472x4 - Vehicle Maintenance Con & Analysis Tech A-45 80
491x1 - Communication-Computer Systems Operator G-43 91

491x2 - Communication-Computer Systems Programmer G-53 91
492x1 - Information Systems Radio operator A-45 80
493x0 - Communication-Computer Systems Control E-56 126
496x0 - Comm-CompSystems Program Mgt Spec G-58 91
603x0 - Vehicle Operator/Dispatcher M-44 78
645xi - Materiel Storage & Distribution Spec G-30 70
645x2 - Supply Systems Analysis Specialist A-51 91
651x0 - Contracting Specialist A-56 93

661x0 - Logistics Plans specialist A-61 225
702x0 - Administration Specialist A-32 67
705x0 - Legal Services Specialist A-45 77
732x0 - Personnel Specialist A-45 80
733x1 - Manpower Management G-64 121

751x1 - Training Systems Specialist G-56 96
811x0 - Security Specialist G-35 92
811x2 - Law Enforcement Specialist G-35 94
903xi - Nuclear Medicine Specialist G-43 7c

Note. AFSC = Air Force Specialty Code. MAGE scores (M =
Mechanical, A = Administrative, G = General, E = Electronic) are
percentile qualifying scores. OLD = Occupational Learning
Difficulty index.
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EASE-OF-MOVEMENT 11

which described several task areas in more concrete terms than

had the OMC taxonomy. Rating scales for judgments about tasks

within task categories were identlcal, however, for the 1988 and

1989 versions of the SKQ: (a) a binary Part-of-Job rating, (b) a

9-point Relative Time Spent rating ("I = Very small amount" to "9

= Very large amount"), and (c) a 9-point Months to Proficiency

rating (I = 0 to 1 month, 9 = nine or more months).

Third, two additional rating tasks were included along wit'n

the 1989 SKQ rating booklet. These ratings solicited globa.L SME

judgments regarding the relative retraining ease (a) from tneir

own AFS to each of the other AFSs targeted for data collection,

and (b) from each of the other AFSS into their own AFS. These

data were collected for research purposes that were beyond the

scope of the present study. Consequently, they are not reported

here. The 1989 SKQ is included in Appendix D of this report.

Data Collection

A number of criteria were used to identify AFSS for data

collection with the 1989 SKQ. First, a list was generated of all

matching AFSCs between the most current Airman Classification

Chart available (dated 30 August 1988) and the valid AFSCS

recorded in the Airman Retraining Program Survey data (Skinner,

1981, 1982, 1983; see below). Only current AFSs whose AFSCs had

apparently not changed since the time of the Airman Retraining

Program Survey were considered eligible for data collection.

Second, retraining frequencies across those AFSCs satisfying

the first criteria were calculated from the Airman Retraining

Program Survey data set. The goal of this second criteria was to
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idenzify those AFSs in the Airman Retraining Program Survey that

had the highest frequencies of movement either "out of," to other

AFSs, or "into," from other AFSs, so as to maximize the sample

size for postdictive validation of HRL-EOM indices described

below.

Third, current AFSs which had no 5-skill level (i.e., 3- 7-

skill level AFSs) were eliminated from consideration. other

criteria used to target AFSs for data collection were that (a) an

adequate number (> 30) of 7- and 9-skill level incumbents were

currently available for participation, (b) a broad range of

occupational learning difficulties should be sampled, (b) the

Mechanical, Administrative, General, and Electronics (MAGE)

aptitude areas each should be well represented, and (c) a number

of AFSs previously survey with the 1988 version of the SKQ should

be sampled. Using these criteria, 43 AFSs were targeted for data

collection. These AFSs along with their AFSCs, AFS titles, MAGE

aptitude areas and percentile qualifying scores, are listed in

Table 2. Those AFSs that were also surveyed with the 1988 SKQ

are indicated with an asterisk to the left of the AFS title.

In July 1989, the 1989 SKQ, along with a cover letter,

detailed rating instructions, and HRL task category definitions,

was mailed to 1565 7- and 9-skill level incumbents in the 43

AFSs shown in Table 2. Usable surveys were returned by 836

respondents for a response rate of 53%. Respondent

c a raCeristi. c s are in Table 3. The typical

respondent was male (91%), pay grade E6 or E7 (86%), had some

college education (mean education = 13.26 years), superv five
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Table 2
Air Force Specialties surveyed with the 1989 SKQ

MAGE
AFSC Specialty Title Area OLD

113x0c - *Flight Engineer G-55 91
114xO - Aircraft Loadmaster M-55 115
207xi - *Morse Systems Operator A-45 so
241x0 - *Safety Specialist G-53 105
242x0 - *Disaster Preparedness G-58 105
251x0 - *Weather Specialist G-64 83
271xi - Airfield Management Specialist A-45 91
272x0 - *Air TraffLc Control Operator G-43 98
276x0 - Aerospace Control & Warning Systems G-53 105
303x2 - Aircraft Control & Warning Radar E-77 136
304x0 - *Wideband Communication Equip Spec E-67 122
304x4 - Ground Radio Communications Spec E-67 123
324x0 - Precision Msmt Equip Lab Spec E-67 127
423x0 - Aircraft Electrical Systems Spec E-43 124
452x4 - Tactical Aircraft Maintenance Spec M-51 120
454x! - Aerospace Ground Equipment Mech M-51&E-33 124
455x2 - Avionic Communication Spccialist E-67 122
457x0 - Strategic Aircraft Maint Spec M-51 129
461x0 - Munitions Systems Specialist M-61/E-46 122
462x0 - Aircraft Armament Systems Spec M-61/E-46 122
472x1 - Special Vehicle Mechanic M-44 127
542x0 - Electrician E-33 101
545x0 - Refrigeration and A/C Spec M-51/E-33 127
551x0 - Pavements Maintenance Specialist M-44 97
551x1 - Construction Equipment Operator M-44 112
553x0 - Engineering Assistant Specialist G-48 91
571x0 - Fire Protection Specialist G-39 81
603x0 - *Vehicle Operator/Dispatcher M-44 78
631x0 - Fuel Specialist M-51&G-39 87
645x0 - Inventory Management Specialist A-45/G-43 79
645x1 - *Materiel Storage & Distribution G-30 70
645x2 - *Supply Systems Analysis Specialist A-51 91
651x0 - *Contracting Specialist A-56 93
661x0 - *Logistics Plans Specialist A-6! 125
702x0 - *Administration Specialist A-32 67
732x0 - *Personnel Specialist A-45 80
741x1 - Fitness and Recreation Specialist A-27 76
791x0 - Public Affairs Specialist G-69 111
811x0 - *Security Specialist G-35 92
811x2 - *Law Enforcement Specialist G-35 94
902x0 - Medical Service Specialist G-43 821
9 V6xI - Medical Administrative Spec G-43 77
981x0 - Dental Assistant G-43 75

Note. AFSCs 452x4, 454x1, 455x2, and 457x0 were changed in 1989
from AFSCs 431x1, 423x5, 328x0, and 431x2, respectively.
*AFSs also surveyed with the 1988 SKQ.
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Table 3

1989 SKQ Respondent characteristics

Variable N Percent Mean SD

Pay Grade:
E4 1 .1
E5 112 13.5
E6 485 58.3
E7 234 28.1

Sex:
Male 674 91.3

Female 64 8.7

Education: 13.26 1.40 Years

< High School 3 .4
High School Graduate 323 39.2
1-3 Years College 424 51.4
> 4 Years College 75 9.1

Number Supervised: 4.86 7.56 Airmen

0 226 27.1
1 86 10.3
2 97 11.6
3 84 10.1
4 74 8.9
5 66 7.9

6-10 103 12.3
Over 10 99 11.9

Job Tenure: 2.72 3.47 Years

Less than 1 Year 254 30.5
1 - 2 Years 213 25.6
2 - 3 Years 130 15.6
3 - 4 Years 86 10.3
4 - 5 Years 33 4.0

5 Years or longer 117 14.0

Total Active Federal
Military Service: 15.31 3.88 Years

Less than 5 Years .
5 - 10 Years 71 8.5

10 - 15 Years 320 38.3
15 - 20 Years 363 43.5
over 20 Years 80 9.6
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others (mean = 4.86), had been in the job just under 3 years

(mean = 32.72 months), and in the Services over 15 years (mean

Total Active Federal Military Service = 183.63 months). These

respondent characteristics were comparable to those from the 1988

SKQ survey (see Lance et al., 1989a). Descriptive statistics,

calculation of EOM indices, and other results based on these data

are described below.

Airman Retraining Program Survey (ARPS)

A comprehensive evaluation of the USAF Airman Retraining

Program was initiated in late 1977 with the aim of "tracking the

progress of retrainees in their new military specialties"

(Skinner, 1981, p. 1110). As part of this program of research

AFHRL scientists in the Manpower and Personnel Division developed

two questionnaires for an Airman Retraining Program Survey

(ARPS), (a) an 85-item instrument completed by airmen who had

retrained into another specialty (retrainees), and (b) a 66-item

instrument completed by retrainees' supervisors. Questionnaire

items addressed "the retrainees' accommodation to the new

specialty, the impact of retraining, and retrainees' job skill

and perfurmance" (Skinner, 1981, p. 1111).

Potential respondents for the ARPS were enlisted alrmen who

had retrained into a new AFS between July 1973 and August 1977 or

between April 1978 and August 1979. Approximately 20,000

potential respondents representing 1733 different cross-AFS

movements were identified (see Skinner, 1981). According to

Skinner (1981) questionnaires were mailed to 18,065 retrainees

and their supervisors and, after data editing, 13,070 retrainees
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and 11,549 of their supervisors returned usable questLionnalres

(see Skinner, 1981 for details). ARPS data were made available

for this research by AFHRL/MO. In the present research, a total

of 7,358 retrainees were identified whose FROM-AFSCs (i.e., AFSCs

prior to retraining) and TO-AFSCs (i.e., AFSCs subsequent to

retraining) matched current AFSCs on the 30 April 1988 Airman

Classification Chart.

The number of ARPS retrainees whose FROM-AFSCs and TO-AFSCs

matched those of the AFSs surveyed with the 1988 and 1989

versions of the SKQ was 3135. Table 4 shows the number of ARPS

retrainees who retrained across the AFSs surveyed with the 1989

SKQ. Table 4 shows that in the 1970's, some AFSs were more often

sources" for retraining (e.g., 207x1, 452x4, and 811x0) while

other AFSs were more often retraining "targets" (e.g., 1i4x0,

242x0, 251x0, and 661x0). Table 5 shows ARPS retrainee sample

demographic characteristics. The typical retrainee in the ARPS

subsample generated for the present study was male (85.5%), E4 or

higher (81%), a high school graduate (98%), had been in the

current AFS at least one year (87%) and in the Services over 5

years (83%).

The retrainee and supervisor ARPS questionnaires ccntained

items soliciting standard background information, items

requesting 'information regarding retraining, a number of items

pertaining to retrainee adjustment to the retraining AFS (the TO-

AFS) (e.g., attitudinal, motivational, and satisfaction

measures), and items addressing retrainee performance, and skill

utilization in the retraining AFS (see Skinner, 1981, 1982). In
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Table 4
Number of ARPS Retrainees in AFSs Surveyed With 1989 SKQ

No. Respondents
AFSC Specialty Title FROM-AFS TO-AFS

ll3xOc - Flight Engineer 11 64
114x0 - Aircraft Loadmaster 20 144
207x1 - Morse Systems Operator ill 0
241x0 - Safety Specialist 3 90
242x0 - Disaster Preparedness 3 133
251x0 - Weather Specialist 6 146
271x1 - Airfield Management Specialist 5 36
272x0 - Air Traffic Control operator 113 105
276x0 - Aerospace Control & Warning Systems 20 45
303x2 - Aircraft Control & Warning Radar 37 8
304x0 - Wideband Communication Equip Spec 25 24
304x4 - Ground Radio Communications Spec 28 35
324x0 - Precision Msmt Equip Lab Spec 7 103
423x0 - Aircraft Electrical Systems Spec 43 15
452x4 - Tactical Aircraft Maintenance Spec 329 41
454x1 - Aerospace Ground Equipment Mech 51 14
455x2 - Avionic Communication Specialist 17 12
457x0 - Strategic Aircraft Maint Spec 54 53
461x0 - Munitions Systems Specialist 41 9
462x0 - Aircraft Armament Systems Spec 126 21
472x1 - Special Vehicle Mechanic 15 33
542x0 - Electrician 20 75
545x0 - Refrigeration and A/C Spec 13 32
551x0 - Pavements Maintenance Specialist 38 12
551x1 - Construction Equipment Ope'rator 22 27
553x0 - Engineering Assistant Specialist 2 60
571x0 - Fire Protection Specialist 79 28
603x0 - Vehicle Operator/Dispatcher 184 53
631x0 - Fuel Specialist 122 15
645x0 - Inventory Management Specialist 148 78
645xi - Materiel Storage & Distribution 153 27
645x2 - Supply Systems Analysis Specialist 5 72
651x0 - Contracting Specialist 4 135
661x0 - Logistics Plans Specialist 0 132
702x0 - Administration Specialist 386 217
732x0 - Personnel Specialist 72 202
741X! - Fitness and Recreation Special- 18 54
791x0 - Public Affairs Specialist 1 8
811x0 - Security Specialist 307 34
811x2 - Law Enforcement Specialist 70 74
902x0 - Medical Service Specialist 30 83
906x0 - Medical Administrative Spec 19 74
981x0 - Dental Assistant 11 66

Note. FROM-AFS refers to AFSs from which retrainees retralned:
TO-AFS refers to current or retraining AFS.
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Table 5
ARPS Sample Demographic Characteristics

Variable N Percent Mean SD

Pay Grade:
El 6 <.1
E2 50 3.7
E3 198 14.6
E4 667 49.2
E5 278 20.5
E6 122 9.0
E7 36 2.7

Sex:
Male 2679 85.5

Female 456 14.5

Education:

< High School 31 1.9
High School Graduate 1197 74.9
1-3 Years College 331 20.7
> 4 Years College 39 2.4

Job Tenure: 2.65 1.03 Years

Less than 1 Year 357 12.8
1 - 2 Years 988 35.4
3 - 4 Years 818 29.3
5 - 6 Years 545 19.5

7 or more Years 84 3.0

Total Active Federal
Military Service: 9.27 4.78 Years

Less than 5 years 543 17.3
5 - 10 years 1460 46.6

10 - 15 years 662 21.1
15 - 20 years 409 13.0
over 20 years 61 1.9

Note. Frequencies vary due to differing degrees of missing data
and data source. Pay Grade, Sex, Education, and TAFMS were
obtained from Airman Locator Files. TAFMS was estimated from ALF
record of enlistment date with assumed current da"e of J 1. 0.
Job Tenure was obtained from ARPS data.
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AFS2. This procedure is illustrated in Figure 1 (from Lance et

al., 1989a) where, for example, one "unit" of skills would need

to be acquired in Categories A and C in moving from Job 1 to Job

2. In moving from Job 2 to Job 1, incumbents would need to

acquire 1 "unit" of Category B skills and 3 "units" of Category E

skills.

This procedure generated 1803 unique HRL-EOM indices (i.e.,
2

43 - 43) for movement across the 43 AFSs listed in Table 2. It

should be noted that these indices (a) actually indicate the

relative difficulty of movement, since they index the amount of

task skills to be acquired in moving from AFS to AFS , (b) are
i j

asymmetric with respect to movements between AFS and AFS , and
i j

(c) reflect the relative difficulty of movement, since no

absolute metric (e.g., actual number of months of job learning

time) was established.

Occupational Learning Difficulty Indices

For the past 20 years, the USAF has maintained a program of

research on the measurement of job and task learning difficulty

(Burtch, Lipscomb, & Wi sman, 1982; Garcia, Ruck, & Weeks, 1985;

Lecznar, 1971; Mead & Christal, 1970; Mumford, Weeks, Harding, &

Fleishman, 1987; Ramage, 1987; Weeks, 1984). Task learning

difficulty ratings of the length of time required for a typical

incumbent to learn to perform tasks satisfactorily are collected

as part of periodic occupational surveys (Christal, 1974).

Occupational learning daficul ty indices (Ds) are .pe..cialty-

level indices of the degree of specialty learning difficulty and

are aggregates of tasks' difficulties that represent the average
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task difficulty per unz: time spent performing them. OLDs have

recently been benchmarked across AFSs on a common 25-point

reference scale (see Ramage, 1987) and range, theoretically, from

a low of 10 to a high of 250 (Davis, Archer, Gould, & Kavanagh,

1989). OLDs for the AFSs included in the Lance et al. (1989a)

study and in the present study are shown in Tables 1 and 2,

respectively. It should be noted that these AFS OLDs represent

the occupational learning difficulty of current AFSs but may not

precisely indicate the learning difficulty of AFSs having the

same AFSC at the time of the ARPS study. However, the assumption

was made that differences in AFSs' OLDs substantially reflected

accurate rank-ordering of the AFSs included for this research in

terms of their learning difficulties.

Aptitude Requirements

The U. S. military bases accession and classification

decisions, in part, on applicants' Armed Services Vocational

Aptitude Battery (ASVAB) scores (Department of Defense, 1984).

Research and development of the ASVAB has recently been called

"without question the most significant historical collaboration

between psychology and the military" (Armor, 1989, p. 4). Each

Service uses a somewhat different configuration of ASVAB

composites for classification of enlistees but all of the

Services use the Armed Forces Qualification Test (AFQT) composite

(an indicator of general cognitive ability) to establish

applicants ' qualifications for enis Iment. The USAF ,uses fo

ASVAB subtest composites: Mechanical, Administrative, General,

and Electronic for classification of enlistees (Department of
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Defense, 1984) and each AFS is classified as drawing upon one (or

more) o.5 these aptitude areas (Alley, Treat, & Black, 1988).

MAGE area assignments and selector area percentile qualifying

scores for the AFSs included in the Lance et al. (1989a) study

and in the present study are shown in Tables 1 and 2,

respectively. These indices were used to index AFS-level

aptitude requirements in results described below. As with the

OLDs described above, AFS MAGE area assignments and percentile

qualifying scores may not have been identical between the time of

the 1988 and 1989 SKQ surveys and the ARPS study, but it was

assumed that they were substantially similar.

Individuals' standardized AFQT scores were also available

from the ARPS data to index individual-level aptitude levels.

However, most, if not all, of the ARPS retrainees' AFQT scores

were computed from ASVAB subtest scores during a time when the

ASVAB had been misnormed (Ree, Mathews, Mullins, & Massey, 1982).

Consequently, relations between ARPS retrainees' AFQT scores and

other measures reported below should be interpreted with caution.

Ease-of-Movement Criteria

The primary EOM criteria were retrainee and supervisor

ratings on ARPS questionnaire items. Criteria addressed three

constructs related to actual ease-of-movement-: (a) the extent tc

which previously acquired technical skills were useful in

performing the TO-AFS, (b) present technical skills and

abilities, and (c) performance effectiveness in the TO-AFS.

Previous Skill Utilization

Two ARPS questionnaire items concerned the extent to which
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technical skills learned in the retrainee's previous AFS (the

"old" or FROM-AFS) were helpful in the current assignment. The

retrainee rating item asked retrainees to indicate how helpful

the technical job skills learned in the previous specialty (FROM-

AFS) were to them in the current specialty (TO-AFS) (ARPS

Retrainee Questionnaire Item 36, recoded in the present study as

"I = Not at all helpful" to "5 = Very helpful). A similar

supervisor rating item asked retrainees' supervisors to indicate

how helpful the retrainee's technical job skills learned in the

previous specialty were to retrainees in the retrainee's current

specialty (ARPS Supervisor Questionnaire Item 46, Coded "l = Not

at all helpful" to "5 = Very helpful").

Current Skills/Ability

Two ARPS questionnaire items solicited evaluations of

retrainees' current job-related skills and abilities. The

retrainee rating asked retrainees to rate their own "technical

ability to do job" (ARPS Retrainee Questionnaire Item 51, coded

in the present study as "I = Poor" to "5 = Excellent"). The

supervisor rating asked retrainees' supervisors to rate the

retrainees' "job skills and knowledge" (ARPS Supervisor

Questionnaire Item 40, coded "I = Poor" to "5 = Excellent").

Performance Effectiveness

Two ARPS Supervisor Questionnaire items (Items 43 and 44)

asked retrainees' supervisors to rate retrainees' "quality of

work performance" and "amount of work performance" (coded I I*e

present study as "I = Poor" to "5 = Excellent"). These two items

were highly correlated in the sample of retrainees' supervisors
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generated for the present research (n = 2939, r = .88, p < .01).

Consequently, responses were combined into an additive retrainee

performance composite.

Analyses

The general analytic approach in the present study was

correlational. However, the specific analyses and data sets

analyzed varied with the four main research objectives of this

study. Analyses are described along with the four sets of

results reported below.

III. RESULTS I: EVALUATION OF THE USEFULNESS OF THE HRL TASK

TAXONOMY FOR CROSS-JOB EASE-OF-MOVEMENT RESEARCH

Demographic characteristics of respondents to the 1989 SKQ

were presented in Table 3. Descriptive statistics for 1989 SKQ

Part-of-Job ratings are shown in Table 6. Also shown in Table 6

are AFSCs and titles of AFSs representative of those having the

highest proportion of respondents who indicated that tasks within

each of the HRL taxonomy categories were "part of" their job.

Table 6 shows that the overall part-of-job percentages varied

considerably across the HRL task categories from a low of 2% for

Animal Care to a high of 87% for Training, indicating that tasks

within some categories (e.g., Clerical, Physical/Manual Labor,

Oral/Written Communication, Managing Others, and Trainng) are

widely performed by incumbents of the AFSs surveyed, while tasks

'n other categories (e.g., Food Preparation, Animal care,

Fabric/Rope Work and the Medical categories) are less frequently

performed. Most of the representative AFSS shown in Table 6 as
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Table 6
1989 SKQ Descriptive Statistics: Part-of-Job Ratings

Part
Task Category of Representative AFS with High

Job Percent "Part-of-Job"

clerical 73% 702x0 - Administration Specialist
Personnel 49% 732x0 - Personnel Specialist
Maint Inventories 58% 645x0 - Inventory Management
Computational 52% ll3xOc- Flight Engineer
Mech Syst Maint 47% 454x1 - Aerospace Ground Equip Mech
Mech Syst Operation 52% 545x0 - Refrigeration & A/C Maint
Complex Elec circuit 21% 324x0 - Precision Measurement Equip
Digital Syst Maint 17% 304x0 - Wideband Communica:ions Equip
Commun Syst Maint 18% 304x4 - Ground Radio Communications
Basic Elec Repair 32% 423x0 - Aircraft Electrical Syst
Elec Peripherals 13% 304x4 - Ground Radlo Communicazlons
Physical/Man'l Labor 68% 551x1 - Construction Equip Operator
Manufacturing/Fabr 16% 551x0 - Pavements Maintenance
Construction 16% 551x0 - Pavements Maintenance
Med-Patient Care 8% 902x0 - Medical Service Spec
Med-Technical 5% 902x0 - Medical Service Spec
Oral/Written Commun 83% 791x0 - Public Affairs Spec
Planning/Prob Solv 70% 241x0 - Safety Specialist
Science/Engineering 22% 251x0 - Weather Specialist
Artistic - A/V 17% 242x0 - Disaster Preparedness
Food Preparation 3% 114x0 - Aircraft Loadmaster
Animal Care 2% 811x2 - Law Enforcement Spec
Fabric/Rope Work 3% 571x0 - Fire Protection Spec
Managing Others 68% 303x2 - Aircraft Control & warning
Training 87% 242x0 - Disaster Preparedness Spec
Surveillance 24% 811x2 - Law Enforcement Spec

Note. See Appendix C for detailed definitions of task
categories. AFSs shown are representative of those having tzie
highest proportion of respondents indicating that tasks within
each category were part of their job.
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having the highest rates of part-of-job endorsements were those

that might have been expected to have been listed, indicating

that AFSs were predictably differentiated on the basis of their

job duties.

Table 7 shows descriptive statistics for 1989 SKQ relative

time spent (RTS) and months to proficiency (MTP) ratings. RTS

and MTP rating means were calculated including zero values

assigned to responses that were "missing" because respondents

indicated that task categories were not "part of" their job.

Values of zero were assigned to represent "zero time spent" and

"zero months to proficiency" in these instances. RTS and MTP

means indicated considerable cross-category variability in the

average time spent and learning times for the HRL task

categories.

Table 7 also shows intraclass correlation coeffIcients

(ICCs) (Lahey, Downey, & Saal, 1983; Shrout & Fleiss, 1979) for

SKQ RTS and MTP ratings. ICCs are interpreted as indices of

interrater reliability and index between-group rating variance

relative to within-group variance. Consequently, ICCs vary both

as a function of within-group interrater agreement and of

between-group differences in rating means (James, Demaree, &

Wolf, 1984). ICC(lX) indexes the reliability of the mean of k

judges' ratings, and in the present case, the mean k across AFSs

equaled 19.4. RTS and MTP ICCs generally were high. Most of the

lower ICs were associated wiLh task categories which either were

endorsed as "part of" the job very frequently (Managing Others

and Training) or very infrequently (Animal Care and Fabric/Rope
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Table 7
1989 SKQ Descriptive Statistics and Intraclass correlations

Relative Time Spent Months to Proficiency
Task Category ICC ICC

Mean SD (1,k) Mean SD (1,k)

Clerical 3.47 2.95 .901 2.66 2.65 .769
Personnel 1.97 2.47 .782 2.20 2.99 .440
Maint Inventories 2.40 2.64 .866 1.96 2.47 .764
Computational 2.36 2.80 .868 1.91 2.57 .748
Mech Syst Maint 2.85 3.47 .972 2.66 3.41 .967
Mech Syst Operation 2.96 3.39 .923 2.32 3.02 .921
Complex Elec Circuit 1.92 2.79 .979 1.58 3.24 .970
Digital Syst Maint 1.03 2.47 .979 1.23 2.88 .976
Commun Syst Maint 1.16 2.68 .987 1.25 2.88 .980
fasic Elec Repair 1.97 3.21 .987 1.87 3.09 .974
Elec Peripherals 0.63 1.89 .926 0.65 i.93 .920
Physical/Man'l Labor 3.56 3.22 .910 1.44 !.93 .804
Manufacturing/Fabr 0.58 1.57 .779 0.61 1.75 .800
Construction 0.72 2.01 .962 0.69 2.03 .940.
Med-Patient Care 0.45 1.77 .982 0.42 1.65 .965
Med-Technical 0.29 1.45 .974 0.28 1.37 .941
Oral/Written Commun 4.85 3.01 .868 4.36 3.19 .74!
Planning/Prob Solv 3.91 3.07 .748 4.46 3.64 .642
Science/Engineering 1.17 2.48 .912 1.41 2.92 .866
Artistic - A/V 0.74 1.92 .920 0.58 1.69 .853
Food Preparation 0.07 0.47 .923 0.08 0.58 .870
Animal Care 0.06 0.50 .754 0.07 0.65 .622
Fabric/Rope Work 0.11 0.73 .714 0.13 0.84 .682
Managing Others 3.44 2.87 .605 4.60 3.8i .471
Training 5.14 2.71 .763 5.64 3.24 .439
Surveillance 1.34 2.74 .926 !.07 2.37 .855

Note. "Missing" responses for categories that were not
considered "part of" the job were coded "0" to indicate "zero
time spent" and "zero months to proficiency." ICC(1,k) indexes
the reliability of the mean of k judges' ratings (mean k = 19.4,
for ratings in this table).
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Work). That is, restricted between-group mean differences on

these categorles may have attenuated the !CC reliability

estimates. ICCs also were lower for the Personnel and

Planning/Problem Solving categories. This may have been due to

the slightly more abstract nature of these categories, or to

actual cross-job, but within-AFS, differences in the extent to

which incumbents perform tasks in these categories. Finally, MTP

ICCs were generally lower than were RTS ICCs. This may be

because "months-to-proficiency" judgments generally are less

familiar to raters than are judgments of the amount of time spent

on job tasks, or because the former requires greater inference on

the part of the rater.

In summary, results shown in Tables 6 and 7 indicate that

ratings on the 1989 SKQ's HRL task categories generally were

reliable and were useful for distinguishing among AFSs' task

contents and learning times. This supports the usefulness of the

HRL task taxonomy according to two criteria for a useful

classificatory system: reliable measurement of relevant

characteristics of objects (AFSs) to be classified, and

meaningful differentiation among the objects on the basis of

measured characteristics.

Another desirable feature of classificatory systems is that

the dimensions used for classification be nonredundant. Lance et

al. (1989b) suggested that several of the OMC task taxonomy

categories (Bell & Thomasson, 1984) appeared to overlap

considerably, and identified this as one limitation to the OMC

taxonomy. correlations were computed among the 1989 SKQ RTS
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ratings to determine potential sources of redundancy among rating

categories. These correlations are shown in Appendix E.

Correlations were near zero between most of the rating

categories, indicating near orthogonality. Correlations were

significantly positive, however, among categories relating to

electronic, mechanical, medical, and verbal/quantitative areas

(see Appendix E). Correlations among rating categories may

signal some redundancy among the categories, or co-performance of

tasks within categories that relate to the same broad category of

job tasks.

Principal components analyses were conducted on the matrix

of correlations among 1989 SKQ RTS ratings to summarize

relationships among the category ratings. Scree tests (Cattell,

1966; Zwick & Velicer, 1986) suggested either a four- or seven-

component solution. Varimax-rotated four- and seven-component

solutions are shown in Tables 8 and 9, respectively. The

components in Table 8 are clearly interpretable as i: Electronic,

II: General and Administrative, III: Mechanical, and IV: Medical,

and capture the major sources of category intercorrelation in

Appendix E. The first three of these four components are similar

to AFS clusters identified by Alley et al. (1988) by clustering

multiple regression equations in which training criteria were

regressed on ASVAB subtests. The four components in Table 8 may

be interpreted in terms of a broader, higher-order taxonomy of

enlisted AFS tasks. Note, however, that three of the less

Frequently endorsed HRL task categories (Food Preparation, Animal

Care, and Fabric/Rope Work) failed to have significant loadings
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Table 8

Varimax Rotated Principal Components Results for 1989 SKQ
Relative Time Spent Ratings: Four Component solution

Principal Component

Task Category I II III IV

Clerical .583 -.330
Personnel .634
Maint Inventories .333 .338
Computational .523
Mech Syst Maint .788
Mech Syst Operation .828
Complex Elec Circuit .924
Digital Syst Maint .926
Commun Syst Maint .915
Basic Elec Repair .794
Elec Peripherals .792
Physical/Man'l Labor .788
Manufacturing/Fabr .549
Construction .384
Med-Patient Care .910
Med-Technical .900
Oral/Written Commun .683
Planning/Prob Solv .679
Science/Engineering .497
Artistic - A/V .536
Food Preparation
Animal Care
Fabric/Rope Work
Managing Others .611
Training .545
Surveillance .327

Note. See Appendix C for detailed definitions of task
categories. Only loadings > 1.300! are shown.
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on any of the four components.

The first six components of the seven-component solution

shown in Table 9 also are clearly interpretable as I:

Electronics, II: General and Administrative, III: Mechanical, IV:

Medical, V: Technical, and VI: Protective Services. However, the

seventh component, on which the Computational, Food Preparation,

and Training rating categories had significant loadings, was not

readily interpretable. In combination, principal component

results in Tables 8 and 9 indicate that the majority of the HRL

taxonomy task categories relate to four to seven broader task

content dimensions, at least three of which (Electronics,

Mechanical, and General and Administrative) correspond to the

USAF's MAGE aptitude areas.

Perhaps the most important practical criterion for a

classificatory system is whether it leads to reasonable

classifications of the objects (AFSs) to be classified. This

question was addressed for the HRL task taxonomy by clustering

the 43 AFSs in Table 2 on the basis of 1989 SKQ mean RTS

profiles. First, RTS means were calculated within each task

category for each AFS. Next, a 43 x 43 dissimilarity matrix was

calculated by computing pairwise Euclidean distances between each

combination of AFSs across the 26 1989 SKQ category RTS means.

Ward's (1963) hierarchical clustering algorithm was used to

cluster AFSs. A plot of the sum of squared error at each

clustering stage was used to determine the number of ciusters and

discontinuities were indicated both for a nine- and a three-

cluster solution (this criterion is similar to the Scree test for
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Table 9

Varimax Rotated Principal Components Results for 1989 SKQ
Relative Time Spent Ratings: Seven Component Solution

Principal Component
Task Category I II III IV V VI VI

Clerical .666
Personnel .725
Maint Inventories .455 .407
Computational .382 .369 .493
Mech Syst Maint .819
Mech Syst Operation .835
Complex Elec Circuit .925
Digital Syst Maint .926
Commun Syst Maint .918
Basic Elec Repair .791
Elec Peripherals .794
Physical/Man'l Labor .796
Manufacturing/Fabr .484 .385
Construction .671
Med-Patient Care .924
Med-Technical .919
Oral/Written Commun .639
Planning/Prob Solv .582
Science/Engineering .718
Artistic - A/V .400 .508
Food Preparation .748
Animal Care .577
Fabric/Rope Work .370
Managing Others .670
Training .587 .308 -.303
Surveillance .655

Note. See Appendix C for detailed task category definitions.
Only loadings > 1.3001 are shown.
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determining the number of common factors or principal coiponents

to retain).

Clustering results are shown in Table 10. The three-cluster

solution, indicated by Roman numerals, was clearly interpretable

as: I: Mechanical, II: Electronic, and III: General and

Administrative. These results again are consistent with Alley et

al.'s (1988) results from clustering ASVAB subtest prediction

equations and with the USAF's MAGE aptitude area classification.

The nine-cluster solution also identified meaningful subgroups of

AFSs (identified by capital letters suffixed to Roman numerals in

Table 10) within the broader three-cluster structure. Within the

Mechanical cluster, three sub-clusters of AFSs were identified:

(a) AFSs involved in manufacturing and construction (IA:

Mechanical/Construction), (b) AFSs in which mechanical systems

maintenance and operation were core activities (IB: Mechanical),

and (c) AFSs in which incumbents perform both mechanically- and

electrically-oriented tasks (IC: Mechanical/Electrical). On the

other hand, five subclusters were identified within the broader

General and Administrative (G&A) cluster: lIIA: G&A - Medical,

IIIB: G&A - Surveillance, IIIC: G&A - Clerical, IIID: G&A -

Technical, and IIIE: G&A Logistics. AFSs were not clearly

clustered according to General versus Administrative aptitude

areas, but this has not been an uncommon finding (e.g., Alley et

al., 1988). In general, however, both the broader three-cluster

solution and the more specific nine-cluster solution grouped AFSS

into meaningful and relatively homogeneous specialty groups.
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Table 10

Air Force Specialty Clusters Based on Mean 1989 SKQ Relative Time
Spent Profiles

Cluster IA: Mechanical/Construction

551x0 - Pavements Maintenance Specialist
551xi - Construction Equipment Operator

Cluster IB: Mechanical

452x4 - Tactical Aircraft Maintenance Specialist
457x0 - Strategic Aircraft Maintenance Specialist
461x0 - Munitions Systems Specialist
571x0 - Fire Protection Specialist
631x0 - Fuel Specialist

Cluster IC: Mechanical/Electrical

423x0 - Aircraft Electrical Systems Specialist
454xi - Aerospace Ground Equipment Mechanic
462x0 - Aircraft Armament Systems Specialist
472x0 - Special Vehicle Mechanic
542x0 - Electrician
545x0 - Refrigeration & Air Conditioning Specialist

Cluster II: Electronics

303x2 - Aircraft Control & Warning Radar Specialist
304x0 - wideband Communications Specialist
304x4 - Ground Radio Communications Specialist
324x0 - Precision Measurement Equipment Laboratory Spec
455x2 - Avionic Communication Specialist

Cluster ILIA: General & Administrative - Medical

902x0 - Medical Service Specialist
981x0 - Dental Assistant

Cluster IIIB: General & Administrative - Surveillance

207x1 - Morse Systems Operator
272x0 - Air Traffic Control Operator
276x0 - Aerospace Control & Warning Systems Operator
81ix0 - Security Specialist
811x2 - Law Enforcement Specialist
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Table 10 (continued)

Cluster IIIC: General & Administrative - Clerical

651x0 - Contracting Specialist
661x0 - Logistics Plans Specialist
702x0 - Administration Specialist
732x0 - Personnel Specialist
791x0 - Public Affairs Specialist
906x0 - Medical Administrative Specialist

Cluster IIID: General & Administrative - Technical

241x0 - Safety Specialist
242x0 - Disaster Preparedness Specialist
251x0 - Weather Specialist
553x0 - Engineering Assistant

Cluster IIIE: General & Administrative - Logistics

113x0c- Flight Engineer
114x0 - Aircraft Loadmaster
271x1 - Airfield Management Specialsit
603x0 - Vehicle Operator/Dispatcher
645x0 - Inventory Management Specialist
645xi - Materiel Storage & Distribution Specialist
645x2 - Supply Systems Analysis
741xi - Fitness & Recreation Specialist

Note. Mean relative time spent profiles are given in Appendix G.
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Summary

Among the possible criteria for a useful classificatory

system (taxonomy) are the following: (a) relevant characteristics

of objects to be classified should be measured reliably, (b)

objects to be classified should be meaningfully differentiated

from one another on the basis of measured characteristics, (c)

classificatory dimensions should be nonredundant, and (d)

classifications should result in meaningful, homogeneous, groups

of objects. Results presented in this section relate to these

criteria for the usefulness of the HRL enlisted task taxonomy for

classifying AFSs as follows: (a) interrater agreement generally

was high for relative time spent and months to proficiency

ratings on the HRL taxonomy's 26 task categories, (b) there was

considerable cross-AFS variability in SMEs' part-of-job and

relative time spent judgments on the HRL taxonomy's 26 task

categories that was consistent with differences in AFSs' task

content, (c) correlations among the HRL task categories generally

were low, but results of principal components analyses ind2cated

that most categories could be related to one of four to seven

broader task dimensions, and (d) cluster analyses based on mean

relative time spent profiles resulted in nine specific and three

broader clusters of AFSs that were both meaningful and relazively

homogeneous.
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IV. RESULTS II: CONVERGENT VALIDATION OF EASE-OF-MOVEMENT

INDICES AGAINST ADDITIONAL EASE-OF-MOVEMENT PREDICTORS

As described earlier, mean months to proficiency rating

profiles were calculated across the HRL taxonomy's 26 task

categories from SME ratings on the 1989 SKQ. A sample of mean

months to proficiency profiles representative of those that were

generated are shown in Figures 2 through 9. In these Figures,

the height of each bar indicates mean SME months to proficiency

judgments for each of the HRL taxonomy's task categories. The

absence of a bar for some task categories indicates that SMEs

judged that no tasks within these categories are performed. Mean

months to proficiency profiles for all AFSs surveyed with the

1989 SKQ are included in Appendix G.

Ease-of-movement (EOM) indices were generated using an

adaptation of a procedure described by Gould et al. (1989) that

has also been reported by Lance et al. (1989a). The following

results assess the convergent validity of the HRL-EOM estimates

with (a) the occupational learning difficulties of the FROM-AFSs

and the TO-AFSs referenced in moving from AFS to AFS , (b)
i j

differences in the FROM- and TO-AFSs' aptitude requirements, and

(c) EOM indices developed earlier by Lance et al. (1989a) on the

basis of 1988 SME SKQ ratings on the OMC taxonomy's 26 task

categories (OMC-EOM indices).

Earlier, Lance et al. (1989a) presented rationales arguing

that, in general, cross-job movements should be more diLfflcult to

the extent that the new job is difficult to learn. They

confirmed a significant relationship between OMC-EOM 2ndices and
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TO-AFS occupatIonal learning difficulties (OLDs) in a sample of

AFSs surveyed with the 1988 SKQ. Recalling that the EOM indices

actually reflect the difficulty of cross-job movement, it was

hypothesized that the HRL-EOM indices would correlate positively

with TO-AFS OLDs of the AFSs surveyed with the 1989 SKQ. The

correlation between TO-AFS OLDs and the HRL-EOM indices shown in

Table 11 (r = .427, p _ .01) supported this hypothesis.

On the other hand, Lance et al. (1989a) argued that

movements from AFSs that are more difficult to learn should

generally be easier than from less difficult AFSs, because skills

and knowledge acquired in more difficult AFSs would more likely

be generalizable to learning other jobs. Lance et al. V!989a)

supported this hypothesis i.n findi.ng.a significant negative

correlation between FROM-AFS OLDs and OMC-EOM indices among AFSs

surveyed with the 1988 SKQ. The correlation between FROM-AFS

OLDs and HRL-EOM indices shown in Table 1! (r = -.154, p < .01)

also supported this hypothesis for the AFSs surveyed with the

1989 SKQ.

Lance et al. (1989a) also found support for their hypothesis

that cross-job movements should be indicated to be easier- ro the

extent that the FROM- and TO-AFSs require similar, versus

different, aptitudes. As in the Lance et al. (1989a) study, this

hypothesis was tested by correlating HRL-EOM indices with a

dummy-coded variable (MAGE-F/T) that indicated whether t~ie FROM-

AFS to TO-AFS movement was within (= 1) or acrc s (= 2) MAGE

aptitude areas. The positive correlation between HRL-EOM indices

and the binary MAGE-F/T variable shown in Table I (r = .210, - <
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Table 11

Descriptive Statistics and Correlations With Ease-of-Movement
Indices

standard Correlation With
Mean Deviation Ease-of-Movement

Indices
1 -. -AF--OLD -101.30-19.64---2 ---

2. To-AFS OLD 101.30 19.64 .427**

2. From-AFS OLD 101.30 19.64 -.154"*

3. MAGE-F/T 1.75 0.44 .210**

** p < .01
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.01) supported this hypothesis for the AFSs surveyed with the

1989 SKQ.

Analysis of variance (ANOVA) results on the relationship

between HRL-EOM indices and FROM- and TO-AFSs' MAGE aptit de

areas are shown in Table 12. Consistent with Lance et al.'s

(1989a) earlier findings, (a) the relationship of EOM indices was

much stronger with the TO-AFS's aptitude area than with the FROM-

AFS's, and (b) a significant interaction between the FROM- and

TO-AFS aptitude areas was supported in the prediction of EOM

indices. Cell means corresponding to the ANOVA results in Table

12 are plotted in Figure 10. Recalling again that the the HRL-

EOM index actually reflects the difficulty of movement, Figure 10

shows that (a) movement is indicated to be generally most

difficult into Electronic AFSs and least difficult into

Administrative AFSs, (b) movement is indicated to be most

difficult from General and Administrative AFSs, and least

difficult from Electronic AFSs, and (c) movements tend to be

easier within, rather than across, MAGE areas.

The final hypothesis tested by Lance et al. (1989a) was of a

moderating effect of differences between FROM- and TO-AFS

aptitude requirements on the relationship between TO-AFS OLDC and

EOM indices. The general hypothesis which was supported in the

Lance et al. (1989a) study was of a strong relationship between

EOM indices and the learning difficulty of the TO-AFS (TO-AFS

OLDs) for movements across different MAGE areas, but not within

the same MAGE area. As in the Lance et al. (1989a) study, th"s

hypothesis was tested here using moderated regression (Cohen &
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Table 12

Analysis of Variance Results for Ease-of-Movement indices

Source DF Mean Square F

1. From-AFS MAGE (F) 3 2489.599 43.299**

2. To-AFS MAGE (T) 3 27931.844 485.791**

3. F X T 9 1644.856 28.607**

4. Residual 1790 57.498

**p < .01
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Cohen, 1975; Lance, 1988) by first regressing HRL-EOM indices on

TO-AFS OLDs and the binary MAGE-F/T which indicated whether

movement was within or across MAGE areas. In a second step the

cross-product between the TO-AFS OLD and MAGE-F/T variables was
2 2

added. A significant increment in the R (/\ R .040,

F(1,2765) = 136.18, p < .01) supported the presence of a

significant TO-AFS OLD x MAGE-F/T interaction in the prediction

of HRL-EOM indices. Subgroup regressions of the relationship

between HRL-EOM indices and TO-AFS OLDs for movements across

different MAGE areas and within the same MAGE area are shown in

Figure 11. Results supported hypotheses and were consistent .....

those reported earlier by Lance et al. (1989a): there was a

strong relationship between HRL-EOM indices and the learning

difficulty of the TO-AFS (TO-AFS OLD) but only for movements

across different MAGE areas.

Finally, the convergent validity of HRL-EOM indices was

assessed against EOM indices developed earlier by Lance et al.

(1989a) (OMC-EOM indices) which were based on the OMC enlisted

task taxonomy (Bell & Thomasson, 1984). Recall earlier thaz one

of the criteria for selecting AFSs to be surveyed with the 1989

SKQ was that they were also surveyed by the 1988 version of the

SKQ. A total of 16 AFSs (indicated with asterisks in Table 2)

were surveyed both with the 1988 and 1989 versions of the SKQ.

Consequently, ease-of-movement indices had been calculated fc:

the same 240 movements across these 16 AFSs both from th e 1ilL

task taxonomy (HRL-EOM indices) and the OMC task taxonomy (OMC-

EOM indices). Although there were several similarities between
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the two taxonomies, there were also substantial differences (see

Lance et a!., 1989b). The correlation between HRL-EOM indices

developed here and the OMC-EOM indices developed earlier by Lance

et al. (1989a) was r = .613 (p < .01). This indicates

significant, but far from perfect, agreement in rank-ordering

cross-AFS movements according to their retraining difficulty.

Because these two sets of EOM indices were computed (a) for

movements across identical AFSs, (b) from identical months to

proficiency rating scales, (c) from rating questionnaires

containing substantially similar rating instructions, differences

between the HRL-EOM and OMC-EOM indices can be attributed

primarily to differences in the supporting task taxonomies.

summary

HRL-EOM indices exhibited significant convergent validity

against (a) occupational learning difficulties of the FROM- and

TO-AFSs referenced in moving from AFS to AFS , (b) differences
i J

in FROM- and TO*-AFSs' aptitude requirements, and (c) EOM indices

developed earlier on the basis of the OMC task taxonomy (OMC-EOM

indices, Lance et al., 1989a).

V. RESULTS III: POSTDICTIVE VALIDATION OF EASE-OF-MOVEMENT

INDICES AGAINST EASE-OF-MOVEMENT CRITERIA

The third goal of this research was to use a postdictive

validation design to link EOM estimates to criteria related to

the actual ease with which individuals were able to retraln into

another AFS. As explained earlier, this was accomplished using

data collected as part of an Airman Retraining Program Survey

(ARPS) conducted in the late 1970's and made available for the
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present research by AFHRL/MO. A subset of the ARPS data were

selected in which retrainees' FROM-AFSCs and TO'-AFSCs matched

AFSCs of specialties surveyed either by the 1988 or 1989 version

of the SKQ. Using over 7,000 lines of SPSS-X code, appropriate

HRL-EOM indices, OMC-EOM indices, or both, depending on whether

the retrained airman's FROM-AFSC and TO-AFSC matched AFSCs of

specialties surveyed by the 1988 or 1989 SKQ, were written to the

subset of the ARPS data selected for this study.

The primary hypothesis tested was that EOM indices would

correlate with criteria related to the actual ease with which

retrained airmen learned to perform their new jobs effectively.

As indicated above, three categories of criteria were included.

'The first,'retrainees' and their supervisors' judgments of the

extent to which the retrainees' previous technical skills were

helpful in performing the retrainees' new jobs, is related to a

global assessment of the transferability of the retrainees'

skills from the old to the new assignment. The prediction was

that these judgments would correlate negatively with both HRL-EOM

indices and OMC-EOM indices, since both EOM indices actually

reflect difficulty of retraining.

The second category of criteria included retrainees' self-

ratings and their supervisors' ratings of retrainee technical

ability and job skills. These criteria were also expected to

correlate negatively with EOM indices because retrainees' current

technical skills and abilities should have been augmented to the

extent that training and experience in the previous (FROM-) AFS

were relevant to performing the current job.
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Finally, retrainees' supervisors provided two global ratings

of retrainee quantity and quality of performance. As Indicazed

earlier, these two ratings were highly correlated and

consequently were summed to form a composite supervisor

performance rating criterion. A negative correlation was also

.expected between this criterion and EOM indices because it was

expected that performance would be augmented to the extent- that

training and experience in the previous (FROM-) AFS prepared the

retrainee to perform effectively in the new (TO-) AFS.

Results are shown in Table 13. Correlations of HRL-ECM

indices with criteria all were statistically significant and in

the predicted direction, supporting hypotheses. However,

correlatiots were small in absolute magnitude. Results were not

as encouraging for OMC-EOM indices. only two of five

correlations between OMC-EOM indices and criteria reached

conventional levels of statistical significance, and these were

opposite in sign to the hypothesized relationship between EOM

indices and criteria.

Summary

Negative correlations were predicted between EOM cr:tera

related to the ease with which retrained airmen learned to

perform in their new AFS, and HRL-EOM and OMC-EOM indices.

Hypotheses were disconfirmed for OMC-EOM indices. Results

confirmed predictions for HRL-EOM indice.. but the absolute

magnitudes of the correlations were small.
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Table 13

Correlations between EOM Indices and EOM Criteria

Ease-of-Movement Ind-1ces

HRL-EOM OMC-EOM
EOM Criteria Index Index

Skill Utilization:

Previous Tech Skill -.141** .085**
Utilization: (2640) (918)
Retrainee Rating

k

Previous Tech Skill -.111** .043
Utilization: (2588) (957)
Supervisor Rating

Current Skills/Ability:

Technical Ability: -.066** .071*
Retrainee Rating (2454) (918)

Retrainee Job Skills: -.070** .051
Supervisor Ratings (2592) (961)

Retrainee Performance:

Retrainee Performance: -.048** .026
Supervisor Ratings (2592) (960)

*p < .05; **p < .01

Note. Sample sizes are shown in parentheses.
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VI. RESULTS V; RELATIONSHIPS AMONG INDICATORS OF

EASE-OF-MOVEMENT PREDICTOR AND CRITERION CONSTRUCTS

Assessing the construct validity of measures is a complex

effort that requires substantive theory development and muItple

lines of empirical .evidence obtained in a hypothesis testing

framework (Landy, 1986; Landy & Vasey, 1984). One source of

evidence for the construct validity of measures is that the

measures relate to one another as the underlying constructs

theoretically relate among themselves (Binning & Barrett, 1989;

Cook & Campbell, 1979; Lance, Hedge, & Alley, 1987). The purpose

of this section is to extend results in the previous sect )n

which linked EOM indices to criteria related to actual EOM, 7o

examinations of additional relationships between indicators of

EOM predictor and criterion constructs.

Kavanagh and Gould (1988, 1989) identified factors

hypothesized to determine cross-job EOM, defined in terms of the

ease with which individuals can apply previously acquired

knowledge and skills in learning to perform a new job
effectively. Among these are social and motivational factors,

interjob similarity (i.e., between the FROM- and TO- jobs) in

task content, the learning difficulty of the new (TO-) job, and

interjob similarity in aptitude requirements. Although social

and motivational factors have been shown to relate to adjustment

following job transfer (e.g., Brett., 1982, 1984; Pinder &

Schroeder, 1987; Pinder & Walter, 1984) examination of these

factors' relations with indicators of cross-job EOM was beyond

the scope of this study. Rather, relations of :OM criteria with
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other putative determinants of EOM identified by Kavanach and

Gould (1989) were examined using the subset of the ARPS data

described in the previous section.

Besides tne HRL-EOM and OMC-EOM indices, two additional

variables were hypothesized to relate negatively with EOM

criteria. First, as discussed by Kavanagh and Gould (1989), the

learning difficulty of the TO-AFS generally should relate

negatively to the ease of cross-job transfer. Consequently, it

was expected that TO-AFS OLDs would correlate negatively w:.ch EOM

criteria. Second, as explained above, and by Lance et al.

(1989a), cross-job transfer should be easier if the new job draws

upon similar, rather than different, sets of aptitudes compared

to the old job. Thus, negative relationships were also expected

between EOM criteria and the binary MAGE-F/T variable which

indicated whether ARPS retrainees had retrained across AFSs

within the same MAGE area or across different MAGE areas.

On the other hand, positive relationships were expected

between EOM criteria and retrainee general cognitive ability and.

the learning difficulty of the old (FROM-) AFS. Results of

hundreds of test validity studies support the idea that general

cognitive ability tests effectively predict job performance

(e.g., Hunter & Hunter, 1984; Schmitt, Gooding, Noe, & Kirsch,

1984). In the present study it was also expected that retrainee

general cognitive ability, as indexed by retrainees' standardized

AFQT scores, would relate positively to supervisor ratings of

retrainee performance level, as well as to other EOM criteria.

Finally, as Lance et al. (1989a) suggested, the learning
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difficulty of the previous job (FROM-AFS) might be expected to

relate positively to ease-of-movement because previous experience

in more difficult Jobs might be more broadly applicable in

learning a new job than if the previous job is a less difficult

one. Thus, a positive relationship was predicted between EOM

criteria and FROM-AFS OLDs.

Finally, three categories of EOM criteria have been

discussed so far, each of which relates to cross-job ease-of-

movement construct somewhat differently. The first, retrainees'

and their supervisors' judgments of the extent to which prevlous

knowledge and skills were helpful in the new (TO-) AFS perhaps

bears the closest relationship to "cross-job ease-of-movement" as

defined in this report. The second and third categories :f

criteria, retrainees' and their supervisors' ratings of retralnee

use of current skills and abilities, and supervisor ratings of

ratee performance level, are perhaps better viewed as reflecting

outcomes or consequences of retraining ease, rather than cross-

job ease-of-movement per se. Nonetheless, it was expected that

since all criterion variables relate to cross-job ease-of-

movement, they would be positively intercorrelated.

Correlational results are shown in Table 14. For

comparison, results shown previously in Table 13 (correlations

between HRL-EOM and OMC-EOM indices and EOM criteria) are also

shown in Table 14. Results were inconclusive in establ!shing the

construct validity of EOM predictors or criteria. First, in

addition to the HRL-EOM and OMC-EOM indices, it was predi.cted

that the TO-AFS OLD and MAGE-F/T variables would relate nega-
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tively with EOM criteria. Results supported predictions for the

MAGE-F/T variable for the two EOM criteria reflecting retrainees'

and their supervisors' global judgments of cross-AFS technical

skill transfer. In effect, results support the idea that

technical skills are more easily transferable across jobs within,

rather than across, MAGE aptitude areas. Counter to expecta-

tions, TO-AFS OLDs were positively, rather than negatively,

related to retrainees' and their supervisors' global judgments of

cross-AFS technical skill transfer. In effect, these unexpected

results suggested tl-- individuals' technical skills are more

easily transferable ..,o more difficult jobs than they are into

less difficult ones. One possible post hoc interpretation for

these results is that more difficult TO-AFSs presented a greater

opportunity to apply previously acquired knowledge and skills

than if retraining was into a less demanding AFS.

It was also hypothesized that FROM-AFS OLDs and retrainees'

AFQT scores would relate positively to EOM criteria. Again,

results were mixed. FROM-AFS OLDs correlated positively with ECM

criteria reflecting utilization of prior skills, and indicated a

tendency for movements from more difficult jobs to be easier than

from less difficult ones. On the other hand, statistically

significant negative, rather than positive, correlations were

obtained between retrainees' AFQT scores and three of the EOM

criterion measures. That is, there was a tendency for higher-

ability retrainees to perform less effectively in their new

assignments than lower-ability retrainees. These results were

unexpected.
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Table 14

Ease-of-Movement Predictor-Criterion Relationships

EOM Criteria

6 7 8 9 10
EOM Predictors:

1. OMC-EOM Index .085** .043 .071* .051 .026
(918) ( 957) ( 918) ( 961) ( 9601

2. HRL-EOM Index -. 141** -.11** -. 066** -. 070** -. 048*,
(2640) (2588) (2454) (2592) (2592

3. MAGE F/T -.174** -.135** -.021 -.026 -.028
(2790) (2935) (2785) (2940) (2939%

4. From-AFS OLD .036* .034* .027 .011 .00i
(2790) (2935) (2785) (2940) (2939

5. To-AFS OLD .113** .118** -.000 -.006 -.006
(2790) (2935) (2785) (2940) (2939,

6. Retraihee AFQT -1124** -.061** .036* -.106* -.0!3
(2790) (2935) (2793) (2793) (2939;

EOM Criteria:

Skill Utilization:

6. Previous Tech Skill 1.000
Utilization:
Retrainee Rating

7. Previous Tech Skill .296** 1.000
Utilization: (2601)
Supervisor Rating

Current Skills/Ability:

8. Technical Ability: .129** .091** 1.000
Retrainee Rating (2779) (2597)

9. Retrainee Job Skills: .052** .263** .188** 1.0CO
Supervisor Ratings (2607) (2930) (2603)

Retrainee Performance:

10.Retrainee Performance: .032* .239** .179** .811** i,000
Supervisor Ratings (2605) (2930) (2601) (2937)

Note. Sample sizes are shown in parentheses. *p < .05; **p < .01
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Patterns of correlations among EOM criteria were

substantially consistent with expectations. First, all

correlations among EOM criterion measures were significantly

intercorrelated and positively signed (see Table 14). This

evidence is consistent with the idea that all measures were

tapping the same underlying ease-of-movement construct. However,

the absolute magnitudes of many of these criterion

intercorrelations were small, suggesting either that (a) the

measures were unreliable, (b) in fact they reflect different

underlying constructs, and/or (c) they reflect different aspects

of the same construct. of course, is was not possible to decide

among these interpretations simply on the basis of the observed

criterion intercorrelations. Correlations between cross-source

ratings of the same EOM criterion (i.e., retrainee vs. supervisor

ratings of previous skill utilization, and use of current skills

and ability) reflect levels of cross-source agreement, and

observed correlations (rs = .296 and .188, see Table 14) were

consistent with prior research on cross-source convergence in

performance rating (Dickinson, Flynn, Hassett, & Tannenbaum,

1985; Harris & Schaubroeck, 1988). Finally, same-source

different-criterion category correlations (e.g., retrainee

judgments of previous skill utilization vs. current use of

technical ability) generally were low, indicating that raters

distinguished between different aspects of the criterion space.

One exception to this pattern is the high correlation between

supervisors' ratings of retrainee job sxills and retrainee

performance (r = .811), but a case could &e made .that both of
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these ratings reflect an assessment of retrainee performance

effectiveness.

Summary

In an earlier section (see RESULTS II), evidence was

reported that supported the convergent validity of HRL-EOM and

OMC-EOM indices against other putative predictors of cross-job

ease-of-movement. In this section, an initial attempt was made

to extend these findings to examination of the construct validity

of EOM predictors and criteria within the context of a

theoretical framework suggested by Kavanagh and Gould (1988,

1989). Iftercorrelations among EOM criteria suggested some

convergence upon a common ease-of-movement construct, but

observed predictor - criterion relationships did not consistently

support hypothesized linkages.

For example some evidence indicated that lower ability

retrainees, rather than higher ability retrainees, performed more

effectively in the retraining AFS, and other evidence suggested

that retraining was generally easier into more difficult, rather

than into less difficult, AFSs. These results were counter to

predictions but perhaps could be explained post hoc. For

example, lower ability airmen may have (a) disqualified in their

previous (FROM-) AFS, and (b) retrained into less difficult AFSs,

more often than higher ability airmen, while higher ability

airmen may have more often retrained into more difficult AFSs

than the FROM-AFS. Thus, the negative relationship betw(c n

retrainee ability and performance in the retraining AFS could

reflect self- or USAF-selection of low ability airmen into low
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difficulty AFSs and high ability airmen into high dlfflculty

AFSs. The positive relationship between retrainee performance

and TO-AFS OLDs may reflect greater opportunity for prior skill

utilization (as conjectured above), or may reflect rarers'

assumptions that performance effectiveness covaries with the

difficulty of the work performed. Of course, these explanations

are speculative.

In general, correlational evidence on the construct validity

of EOM predictors and criteria examined in the present research

suggests (a) fairly strong support for convergence among EOM

predictors, (b) moderate support for convergence among EOM

criteria, and (c) tentative support for EOM predictor - criterlon

linkages.

VII. DISCUSSION

Among the challenges facing the human resource manager of

the 1990's and beyond are (a) declining numbers of skilled

workers entering the U.S. labor force, (b) increasingly rapid

technological changes in the workplace, (c) increasing demands

for strategic human resource planning, and (d) increasing demands

for accountability, that is, demonstrating that human resource

management interventions yield economic payoffs (Ahlburg &

Kimmel, 1986; Algera & Koopman, 1989; Baird & Meshoulam, 1988;

Burak, 1985; Dyer, 1982; Fossom et al., 1986; Gentner, 1989;

Gott, 1988; Gould, 1989; Kozlowski & Farr, 1988; Lengnick-Hall &

Lengnick-Hall, 1988; Steffy & Maurer, 1988; Tornatzky, 1985).

One of the specific challenges to HRM will be to match workforce

knowledge and skills and organizational skill ix requirements.
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The present study was designed to support research on the cross-

job transferability of skills as one key component to job

retraining for addressing skill mix imbalances (Mitchell &

Oltrogge, 1989).

To date, little research exists on cross-job ease-of-

movement (Lance et al., 1989a). The emerging literature on this

topic sugg-3ts that (a) interjob similarity relates posltively to

cross-job EOM (Gordon et al., 1986; Gordon & Fitzgibbons, 1.982;

Mitchell & Oltrogge, 1989), (b) task taxonomies can be developed

to support cross-job EOM estimates (Lance et al., 1989b), and (c)

cross-job EOM indices which have been developed converge wthn

other putative determinants of actual EOM (Lance et al., !989a).

The present study sought to extend research in this area by (a)

validating the usefulness of an enlisted AFS task taxonomy

described by Lance et al. (1989b) to support cross-job EOM

research, (b) providing additional convergent valida:ion evidence

for EOM indices against additional EOM predictors, (c) validati.ng

EOM indices against criteria related to actual EOM across a

number of Air Force enlisted specialties, and (d) attempting e±.

initial assessment of the construct validity of indicators of EOM

predictor and criterion constructs.

Several condlusions can be drawn from resuflts presented

above. First, the taxonomy of enlisted AFS tasks developed at

AFHRL (HRL taxonomy) was useful in the present research for (a)

obtaining reliable SME part-of-job, relative time spent, and

months to proficiency judgments relating to tasks performed

within the HRL task taxonomy categories, (b) differentiating
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among AFSs on the basis of their task contents and learnIng

times, (c) clustering AFSs into relatively homogeneous job

groupings, and (d) supporting the development of cross-AFS EOM

indices. However, some limitations to the HRL taxonomy include

(a) several task categories (e.g., Fabric/Rope Work) were

infrequently endorsed as being "part of" the AFSs surveyed by tne

1989 SKQ, (b) interrater reliability for some of the HRL task

categories was low, and (c) there may exist relevant task domains

in the actual enlisted AFS structure that are not specified by

the HRL taxonomy. Together, this supporting evidence, along with

potential limitations of the HRL taxonomy, reinforce Lance et

al.'s (1989b) claim that any task taxonomy should be considered

as tentative in the light of (a) future research f:ndings, (b)

alternative uses of the taxonomy, and (c) actual changes in the

nature of tasks performed in the relevant work domain.

Second, results support the feasibility of developing

estimates of cross-job EOM from SME estimates of learning times

for tasks within taxonomic task categories. Results for EOM

estimates developed on the basis of a taxonomy developed at the

USAF Occupational Measurement Center (OMC taxonomy, Bell &

Thomasson, 1984) were substantially replicated in the present

research for HRL-EOM indices: HRL-EOM indices indicated more

difficult cross-AFS movements (a) into AFSs having higher

occupational learning difficulty indices (OLDs), (b) from AFSs

having lower OLDs, and (c) across, rather than within, MAGE

aptitude requirement areas.

Third, EOM indices appear to hold promise for predicting, at
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the job or AFS level of analysis, the actual ease with

individuals are able to retrain and learn to perform a new job

effectively. One of the major goals of this research was to link

AFS-level EOM indices to criteria related to actual retraining

ease, and some evidence presented above supported the idea that

EOM indices (at least the HRL-EOM indices) were useful

predictors. However, there are several potential limitations to

the postdictive validation strategy adopted here, and to the

criterion measures themselves. First, and most obviously, ten

years had intervened between the collection of the ARPS data

(containing criterion measures) and the 1989 SKQ data (which

furnished the basis for developing HRL-EOM indices). During t:iis

time, the Airman Classification Structure had undergone a number

of modifications so that (a) only about half of the original ARS

sample had FROM-AFSCs and TO-AFSCs that matched those in the

current Airman Classification Structure, and (b) job duties even

in AFSs having the same AFSC at both data collecti.on times may

have changed appreciably (e.g., with the widespread adoption of

computerized technologies). Relatedly, there was no assurance

that the HRL taxonomy, developed in 1989, was as useful for

describing enlisted AFS tasks that existed in 1979.

Perhaps the most important limitations to the postdictive

validation of EOM indices against ARPS data concern the criterion

measures -eMselves. Fir st, most of the cr-iteon measures were

single-item rating measures which may be subject to response

biases and measurement unreliability (however, see Ganster,

Hennessey, & Luthans, 1983; Larsen, Diener, & Emmons, 1985;
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Scarpello & Campbell, 1983; and Spector, 1987 for alternative

views). But perhaps the most important limitation concerns the
construct validity of the criterion measures adopted from the

ARPS survey data for the present research. The endogenous

variable in ease-of-movement models presented by Kavanagh and

Gould (1988, 1989) is the ease with individuals can retrain and

learn to perform a new job effectively. The criteria adopted for

the present study relate theoretically to this construct, but

indirectly. Retrainees' and their supervisors' ratings of the

extent to which previous skills were useful in the retraining

(TO-) AFS represent global estimates of retraining ease but (a) a

large proportion of these ratings were of retraining that had

occurred seVejal years darlier, "(b) the ratings do not directly

reflect the time required to learn to perform the new job

proficiently, and (c) these ratings are not directly tied to the

level of retrainee performance effectiveness in the new AFS. The

remaining ratings of retrainee performance quantity and quality,

and of current utilization of skills and ability (a) are more

closely related to potential outcomes of retraining ease, rather

than ease-of-movement per se, and (b) are based on a large

proportion of airmen who had been in their TO-AFS longer than

three years (see Table 5). Thus these latter performance

criteria likely reflect the influences of performance

determinants whose importance extends beyond the transfer of

previously learned job skills. In short, the EOM criteria

adopted for postdictive validation of EOM indices in the present

study should be (a) suspected of significant criterion
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contamination (Brogden & Taylor, 1950), due to the likely

influences of additional performance determinants, (b) suspected

of significant criterion deficiency (Brogden & Taylor, 1950),

because the theoretical criterion - ease of retraining in a new

assignment, was not measured directly, and (c) interpreted as

providing a very conservative, lower-bound, estimate of the

predictive efficiency of EOM indices in forecasting actual

transferability of skills.

The fourth general conclusion suggested by results presented

above is that neither the construct validity of EOM predictors

nor of criteria has been firmly established. This is the second

study in which significant convergence has been demonstrated

between EOM indices and alternative predictors of actual ease-of-

movement. However, evidence on the criterion side is more

tentative, and evidence on linkages between EOM predictors and

criteria is even weaker. The last two conclusions point to the

most pressing needs for future research on cross-job

transferability of skills.

VIII. FUTURE RESEARCH NEEDS

Three of the most important research needs are (a) for the

development of appropriate criterion measures to assess cross-job

transferability of skills, (b) for longitudinal collectlon of

performance data prior to, during, and subsequent to enlisted

airman retraining, and (c) predictive validation of AFS-, job-,

and individual-level cross-job ease-of-movement estimates against

actual retraining ease.
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A research strategy to address the first of these needs may

borrow both technologically and conceptually from an ongoing

stream of research on the measurement of job performance (Hedge &

Teachout, 1986; Kavanagh, Borman, Hedge, & Gould, 1986, 1987.

The original goals of the job performance measurement (JPM)

project were to develop prototype procedures for the measurement

of enlisted personnel job performance, and to link enlistment

standards to job performance criteria (Wigdor & Green, 19S6).

Subsequently, JPM technology has been adapted for the evaluation

of training outcomes (e.g., Blackhurst, Ballentine, & Pellui,

1987). The feasibility of adapting JPM technologies and on-line

training evaluation measures (e.g., end-of-course examinations)

for the °purposes of assessing cross-job transferabIlity of skills

in terms of the time to learn new job skills, and I: terms of

time required to become proficient in the new job following

retraining (Pinder & Schroeder, 1987) should be investigazed.

Assuming that appropriate measures can be developed to

assess the job performance of airmen undergoing retraining, :he

next important research need is for longitudinal assessment of

job performance indicators prior to, during, and following

retraining into the new AFS. Longitudinal measurement of

performance indicators is particularly important for research 0n

transferability of skills because (a) effects of prior

performance effectiveness on subsequent performance in the new

AFS should be quantified, (b) it should be determined whether EOM

predictors (e.g., EOM indices such as the HRL-EOM indices

developed above) are more useful in predicting learning times

113-75



EASE-OF-MOVEMENT 72

during retraining, the transfer of learning outcomes to on-the-

job performance, or the maintenance of skills acquired during

training, and (c) of statistical advantages in controlling for

extraneous, unmeasured effects on criterion variables (e.g.,

Johnston, 1984; Lance & Cornwell, 1988).

Third, the predictive efficiency of EOM indices snouid be

evaluated at multiple levels of analysis. The OMC-EOM and HRL-

EOM indices described above are specialty-level EOM indices in

that they are designed to assess the average ease with which

individuals retrain from AFS and become proficient in AFS
i j

Research reported here and by Lance et al. (1989a) support the

general feasibility of estimating EOM at the specialty-level of

analysis, and validated specialty-level EOM indices may prove

useful, for example, as a component of the USAF's retraining

Person-Job Match (PJM) algorithm (Roberts & Ward, 1982), or as

input to decisions for consolidating AFSs. However, EOM can asc

be conceptualized at more micro levels such as the job- or

position-level, or even at the level of the individual. For

example, the potential transferability of incumbent 's Kills in
k

AFS to an array of AFSs could be evaluated either on the
i j=l,...J

basis of the average transferability of AFS incumbents, skills
i

to the J other AFSs, or on the basis of the skills that

incumbent has specifically acquired during his or her tenure in
k

AFS . Cross-level and multi-level research designs (Dansereau &
i

Markham, 1987; Rousseau, 1985) are beNoming more widely used in

organizational research (see, for exarwe, Kohler & Ma.neu, 1989

and Lance, Hedge, & Alley, in press), and hold promise for
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supporting cross-disciplinary research for cases in which

different supporting disciplines have traditionally taken macro

or micro orientations on similar research problems.

Future research should also investigate convergence anong

alternative procedures for estimating cross-job transferability

of ills. For example, Gould et al. (1989) described one

procedure based on analysis of the learning difficulties of tasks

allocated to task categories by SMEs. Also, Short, Ware, Archer,

and Kavanagh (1989) described an alternative method for

estimating ease-of-movement based on SMEs' and novices' glcbal

estimation of retraining times from examining AFSs1 job

descriptions. Still other means for estimating cross-AFS

trnsferability of skills could be based on job overlap as

indicated by (a) general job analysis instruments such as the

General Work Inventory (GWI, Cunningham & Ballentine, 1982), or

(b) principles inventories such as the Electronics Principles

Inventory (EPI, Ruck, 1977, 1986). Future research should

address (a) the extent to which EOM estimates derived on wne

basis of different data bases or estimation procedures converge

in estimating transferability of skills, (b) whether different

EOM estimation procedures produce estimates of transferability of

skills that are differentially useful for different purposes

(e.g., consolidating AFSs, consolidating training courses,

forecasting future MPT requirements for emerging WSs), and (c)

the validities of alternative EOM estimation procedures in

predicting actual retraining ease.
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Summary

Results of the present research indicate (a) reasonably

strong support for the usefulness of an enlisted task taxonomy

developed at AFHRL (HRL task taxonomy) for supporting research on

cross-AFS transferability of skills, (b) convergent validity of

EOM estimates based on the HRL task taxonomy against alternative

predictors of actual ease-of-movement, and (c) potential value of

EOM indices for predicting actual retraining ease. Future

research needs include (a) development of validated measures of

the ease with which individuals learn to perform a new job

effectively, (b) predictive, longitudinal validation of EOM

indices against actual retraining ease, and (c) convergent

validation of alternative EOM estimates.
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PROPORTIONAL INTENSITY RELIABILITY ANALYSIS

FOR REPAIRABLE ITEMS

by

Thomas L. Landers, Ph.D,, PE.

ABSTRACT

This research-project investigated alternative methods of

reliability modeling, including explanatory variables, for the

case of repairable items. Two approaches were considered: the

parametric estimators reported by Lawless (1981) and the

semi-parametric estimators proposed by Prentice, Williams and-

Peterson (PWP, 1981). The central objective was to evaluate the

robustness of the PWP model, for the case where the true

underlying model is a Nonhomogeneous -Poisson Process (NHPP) with

power law intensity function. Simulation was used to generate

data sets from known NHPPs with power law proportional intensity

functions. The study included both increasing and decreasing

rates of occurrence of failures (ROCOF). The alternative models

were compared based on point estimates of the instantaneous times

to successive failures. Thle-measures of merit were relative,

bias, mean absolute deviation and mean squared error. The

research demonstrated the potential of the PWP model for analysis
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of reliability failure data on repairable items, particularly for

the case of increasing ROCOF. The project also evaluated

software for performing PWP analysis and defined the requirements

for integrated software to support further research on the

robustness of PWP estimates. The researchers also defined the

knowledge base for an expert system to implement covariate

modeling for repairable systems reliability. Future research

should expand the range of cases investigated under the

alternate hypothesis of a parametric power law NHPP. Data sets

for other parameter values should be generated and analyzed,

sample sizes should be varied further, and the case of time

truncation should be addressed. The researchers also recommend

implementation of the knowledge base, for repairable item

reliability, in a prototype expert system.
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I. INTRODUCTION

Reliability is an important engineering consideration

throughout the life of systems. Most systems are designed to

be repairable, yet most reliability theory and practice has

concentrated on nonrepairable systems. The little work done in

the reliability field, on the modeling of repa-rable systems,

has been in applying stochastic point processes [2).

Stochastic point processes are parametric approaches used for

probabilistic modeling of reliability failures [46].

Proportional Hazards

A class of statistical models called-the proportional

hazards models has generated much recent interest in the

reliability field. Proportional hazards modeling is a powerful

technique which can be used for examining reliability data sets

where the failure data may be heterogeneous due to the presence

of concomitant variables. These explanatory variables, also

known as covariates, may represent the effects of differences

in environment, design or operating conditions.

Proportional hazards modeling has mainly been applied in

the medical field. However, recent attempts have been made to

apply the proportional hazards modeling technique in

reliability engineering. The papers in the reliability

literature reporting attempts at proportional hazards modeling

appear primarily in conference proceedings or internal reports

(e.g., [3,10,16,21,22,35]). Bendell [6,7], Baxter, et al. [5),
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Dale [15], Landers and Kolarik (27] and Wightman and Bendell

(48) are the only known journal articles available dealing with

engineering applications of proportional hazards modeling for

reliability data.

Background

Under the AFOSR/UES Summer Faculty Research Program

(SFRP) the researcher investigated an expert system approach

for analysis of repairable systems reliability. The results of

this research contribute to the knowledge base for an expert

system which could assist in reliability data analysis and

statistical modeling in a RAMCAD (reliability and

maintainability in computer-aided design) environment.

An expert system which performs reliability data analysis

and modeling requires decision rules to perform statistical

tests. The outcome of a statistical test determines the next

appropriate course of analysis (20]. One of the statistical

tests incorporated into the expert system will be the Laplace

statistic. The Laplace statistic tests for trends in the rate

of failure occurrence. Ascher and Feingold (4) describe the

Laplace statistic as testing the following hypothesis:

H0 : Homogeneous Poisson Process

Ha: Montonic Trend

The Laplace test statistic approaches the standard normal curve

rapidly; thus, permitting the use of the standard normal

tables.
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If the Laplace statistic indicates rejection of the null

hypothesis, then the reliability failure data exhibits a

monotonic trend and must be modeled by some nonstationary model

such as the Nonhomogeneous Poisson Process (NHPP). The

resulting reliability model will provide valuable information,

such as:

1) The probability of next failure

2) The rate of occurrence of failures

3) The expected number of failures in a given time
interval

4) The instantaneous and cumulative mean times between
failures (MTBFs), or expected times of successive
failures.

Such information aids in predicting reliability, scheduling

maintenance and managing spare parts inventories.
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II. OBJECTIVES

The objective of the RIP was to extend the SFRP effort to

consider the case of failure data from a repairable system,

where explanatory variables are involved and the tests for

trend (e.g., Laplace test [4] and Lewis-Robinson (31] test)

have indicated a trend. The primary goal was to compare

alternative modeling approaches, including the Lawless

parametric estimates for a power law Nonhomogeneous Poisson

Process [29] and the semi-parametric estimates by the Prentice,

Williams and Peterson (PWP) approach [38]. The focus of this

evaluation was on the robustness of the PWP model, for the case

where the true underlying model is a Nonhomogeneous Poisson

Process with power law intensity function.

A secondary goal of the research was to define the

knowledge base for an expert system to assist engineers in

statistical analysis and modeling of failure data from

repairable systems, including possible covariates. Another

secondary objective was application of the method in this

research to analyze actual field failure data from F-16

aircraft radar power supplies.
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III. REVIEW OF LITERATURE

This section reviews the major published work on covariate

models relevant to this project. Refer to the Appendix for

more detailed discussion of models and tests and for

definitions of notation and terminology.

Proportional Hazards Models

The method of proportional hazards modeling has been well

documented in the statistical literature. References include

Cox (11], Cox and Lewis [13], Kalbfleisch and Prentice [24],

Lawless [29], Bendell [6,7], Baxter, et al. [5], Dale [15],

Landers and Kolarik [27] and Wightman and Bendell [48].

Proportional hazards models are a class of regression

models that examine the dependence of the lifetime distribution

on concomitant, or explanatory, variables. The technique

allows for the decomposition of the variation in the life

lengths into independent factors. The significant factors are

then identified, and the model is reconstituted for prediction

purposes.

The proportional hazards model assumes that the

explanatory variables have a multiplicative (rather than

additive) effect on the hazard function, which in many cases

is a more realistic assumption. The model also assumes that

the hazard functions for different individuals are proportional

to one another.

The advantages of the proportional hazards model over

standard least-squares multiple regression techniques are that
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the model handles censored data, tied values and failure times

equal to zero. The model also allows for the pooling of data

under heterogeneous conditions to improve estimates [7,24,26].

The basic proportional hazards model is:
z,6

where h(t;q) = h0 (t)e" ()

ho(t) is the baseline hazard function (i.e. the value of
the hazard function if z takes the value 0)

z is the vector of explanatory variables

6 is the vector of model parameters which is to be
I estimated.

The exponential formulation is used because it assures a

nonnegative hazard function. The explanatory variable can be a

continuous measured variable, such as temperature or time, or a

discrete indicator variable, such as presence or absence of a

design change.

When an explanatory variable does not satisfy the

proportional hazards assumption it may be used as a stratifying

variable dividing the individuals under study into a number of

strata. Within each stratum, the other covariates form

proportional hazards. Model (1) is then modified to:

. hs(t;z) = h0 s(t)ezS (2)

where s denotes the sth stratum.

The proportional hazards modeling approach involves

examining the data to provide estimates of the parameters !,

21 ... and investigating whether or not the parameters are

significantly different from zero (1,25,26,27,31,32).
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When the baseline hazard function ho(t) takes on a

parametric form, such as a Weibull hazard, then the

proportional hazards model becomes a parametric model. If

ho(t) is left arbitrary the proportional hazards model becomes

a semi-parametric model.

Proportional Intensity Models.

The semi-parametric statistical approach to reliability

data analysis was developed by D.R. Cox (11]. Prentice,

Williams and Peterson [38] extended the Cox model to the case

of a stochastic process where individuals experience repeated

failure (e.g., repairable systems). They considered the

following conditional intensity function:

p{tIN(t), Z(t))=lim Pr(t Tn(t)+l < t + AtIN(t), Z(t))/At (3)
At-0

where

N(t) is the complete failure history prior to time t

Z(t) is the complete history of covariates up to and
including time t.

The two special cases of model (3) considered by Prentice,

Williams and Peterson were:

p(tIN(t),q(t)) = p0 s(t) exp(Q(t), qs) (4)

and

where p{tfN(t),q(t)) = P~s(t-tnj(t))exp(Q(t),fs) (5)

p0  is the arbitrary baseline intensity function of the
s sth stratum

Z(t) is a vector of explanatory variables at time t

qs is a vector of parameters estimated for stratum s.

114-12



Individuals move from stratum to stratum as N(t) and Z(t)

change. Model (4) uses a time scale measured from the

beginning of the study, and model (5) uses a time scale

measured from the immediately preceding failure (backward

recurrence time). The stratification variable permits the

study of times to first failure, times between first and second

failure, and so on [38,48].

The merits of the Prentice, Williams and Peterson model are

that no a priori distribution need be assumed for pos (a

semi-parametric approach) and each stratum may have a different

baseline intensity function (a generalization from the standard

assumption of a renewal process).

Lawless [28] has proposed a parametric proportional

intensity model for the case of a nonhomogeneous Poisson

process (NHPP) with power law intensity:

6-1
p(t) = V6t. (6)

where

t is the cumulative operating time

p(t) is the intensity function or time-dependent rate of
occurrence of failures (ROCOF)

V is the scale parameter

6 is the shape parameter.

Covariates are incorporated through the scale parameter

v = ezlfll+z2fl2+ ' ''  (7)

and the intensity function becomes

p(t) = 6t 8 -e "  (8)
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Plots of the intensity function p(t) versus time or of

instantaneous mean time between failures IMTBF (p(t)]-I versus

time are scaled apart based on the values 91,02 ... and have the

same shape determined by the pooled estimate of S. Plots of

ln(p] versus ln(t) or ln[IMTBF] versus ln(t) are linear and

parallel £18,28].
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IV. APPROACH

The PWP model was tested on an actual as well as simulated

data sets. The actual data set was obtained from the U. S. Air

Force and is from F-16 radar power supply failures. The

simulated data set was generated using a Monte Carlo method

[9,30]. SAS procedure RANUNI (40] and Proschan's aircraft data

set (39] were used to generate simulated failure times from a

Nonhomogeneous Poisson Process with power law intensity.

Initially, the data set was investigated for significant

explanatory variables using SAS procedure LIFETEST [40]. This

procedure provides formal statistical tests useful in

determining whether strata, defined by values of explanatory

variables, are significantly different. The procedure also

provides tests of association for other explanatory variables.

LIFETEST was used to plot in(t) versus ln(-ln (R(t)]). This

plot allowed visual inspection of the test data set for the

proportional hazards assumption. A Nonhomogeneous Poisson

Process (NHPP), with power law intensity function was fit to

the data using Crow's procedure, for the case of failure

truncation. Crow's modified Cramer-von-Mises goodness-of-fit

test was also performed [14].

When significant explanatory variable(s) were identified by

LIFETEST, then the SAS procedure PHGLM was used to fit a PWP

model to the test data set [41]. The Lawless method provided a

parametric fit of the power law proportional intensity model

(28].
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Literature review, on tests for the proportional hazards

assumption, indicated the test statistic reported by procedure

PHGLM (Z:PH) to be the best formal statistical test. The test

is based on the linear correlation between the residuals and

the rank order of the failure time. Simulations have shown

this test to have reasonable power when the hazard ratio is

monotonic in time (41).

Schoenfeld's Chi-squared statistic is a potential omnibus

test for the proportional hazards model, but requires that the

time axis and the range of the covariates be divided into

intervals [42). This procedure involves subjective judgement

and is not appropriate for use in the research or inclusion

into a rule-based expert system.

Early versions of the statistical package BMDP provided a

graphical method for verifying the proportional hazards

assumption. This was the residual plot available in the

procedure P2L [8). If the proportional hazards assumption

holds, then hazard plots for the resiaals are assumed to be

exponential order statistics. However, this statistic has been

severely criticized in the literature (44) and subsequently

removed from BMDP. Other tests have been proposed but not

thoroughly evaluated [19,34,35,36,42,43).

No satisfactory statistical goodness-of-fit procedure was

found in the literature for the PWP model. Consequently,

it was not possible to perform size and power studies. The PWP

model. was evaluated by comparing it to the proportional

114-16



intensity NHPP, with power law intensity function (Lawless

(28)). The parametric and semi-parametric models were compared

graphically and measured on the basis of nearness criteria,

relative to the true (theoretical) model. The mean absolute

deviation and mean squared error measured dispersion, while the

mean of the signed error measured bias.

SAS procedure PHGLM provided estimates for the parameter

using Cox's partial likelihood method (12,23]. The parameters

for the NHPP model were estimated by maximizing the

log-likelihood reported by Lawless (28]. A SAS program was

developed to generate simulated data from a NHPP and to

estimate the parameters by the method of maximum likelihood,

using a Newton-Raphson algorithm.

The researchers developed additional software to obtain

estimates of the mean time to failure (MTTF) from the PWP

estimates of the reliability function in each stratum defined

by the failure count. The MTTF is defined by

MTTF = [R(t)dt. (9)

0i

and was estimated by numerically integrating the Kaplan-Meier

reliability function estimated in each stratum:

A A = A

E(t-tn)s,PWP = MTTF =jRs(X; ; )dx (10)

where

tn is the time of the nth failure (transition into
stratum s = n + 1
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t is the time of the n + 1st failure (transition into
stratum s = n + 2

x is a random variable denoting time to next (n + 1st)
failure in stratum s.

A

E(t-tn)s,PWP is the expected time to next (n + 1st) failure
while in stratum s = n + 1, estimated by the
semi-parametric PWP method

A

Rs(X;;) is the reliability function for time to next (n+lst)
failure while in stratum s = n + 1, estimated by the
semi-parametric PWP method.

The researchers compared both the PWP model and vhe

parametric estimated NHPP to the true (theoretical) NHPP from

which the simulated data was produced. The comparison was

based on the instantaneous mean time to next failure and was

evaluated at the expected times of failure (transition to the

next higher stratum defined by failure counts). For the

underlying theoretical NHPP, the expected number of fai ares in

the time interval (0,t) is E(n)= ut 8 . (11)

The expected time of the nth failure E(tn) is then

E(tn) = [(--.n)l/8 ]"
. (12)

At that expected cumulative operating time, the instantaneous

time to next failure, estimated by the PWP model, is the MTTF

for stratum n+l.

The true instantaneous time to next failure for the

underlying NHPP is

E(t-tn) = IMTBF(tn) = 1- [v6t-l]I. (13)
P(tn)
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Similarly, the estimated IMTBF, by the Lawless method, is
A A AA A

E(t-tn)NHpp = IMTBF(t) = 1 [6t-] - .
A(t)

S t (14)

where
A

E(t-tn)NHP is the expected time to next (n + ist)
failure, estimated by the parametric Lawless method

A A A

vS,# are parameters of the NHPP estimated by the Lawless
i method.

The relative error of the estimates can be measured:
A

en = E~tn) - E(t-tnl. (15)
E(t-tn )

If there are m failures per item, then we can measure these

errors for failures 1 through m-l.

Then the bias is m-1
BIAS = (Zen)/(m-l). (16)

n=1

The mean absolute deviation (MAD) is

m-1
MAD = (ZjenI)/(m-1). (17)

n=l

The mean squared error (MSE) is

m-I 2
MSE = (Z en)/(m-2). (18)

n=l
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V. ANALYSIS AND RESULTS

This section reports the analysis and results performed on

the simulated and actual data sets.

Analysis

Simulated Data Sets

In order to develop realistic data sets, the researcher fit

power law NHPP models to Proschan's aircraft air conditioning

data set £38). Aircraft 7908 had twenty-three failures through

2201 hours of operating life. After the thirteenth failure,

the system underwent a complete overhaul. Unfortunately, the

reliability was substantiall lower after the overhaul. We fit

a power law proportional intensity NHPP model to the two data

sets (before and after cverhaul) to obtain the estimates of the

shape parameter 6 = 1.2324 and the scale parameters for the two

strata ( v0 = 0.0009 and v1 = 0.0093). The zero subscript

denotes CLASS 0 (before overhaul) while the subscript one

denotes CLASS 1 (after overhaul). The resulting model

contained a shape parameter greater than one, which gives an

increasing rate of occurrence of failures (IROCOF). To

investigate the performance of estimators for the case of a

decreasing ROCOF, we generated simulated data sets with 6 =

1.2324 / 2 = 0.6162.

The analytical procedure was to:

(a) Generate simulated data set

(b) Estimate the parameters of an NHPP (Eq. (14))

(c) Estimate strata functions (Eq. (5))
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(d) Estimate strata MTTFs (Eq. (10))

(e) Plot theoretical and estimated functions

(f) Calculate relative bias and errors (Eq. (16), (17),

(18)).

The researchers developed a SAS program to generate the

simulated data using equations for power law NHPP variates

proposed by Blanks and Tordon [9]. The SAS program also

provides maximum likelihood estimators of power law NHPP

parameters using Lawless's likelihood function [28] and a

Newton-Raphson optimization algorithm [29].

A separate SAS program uses a common random-number generator

and seed value to reproduce the simulated data set. The program

also uses SAS PROC PHGLM [41] to give the PWP estimates of

regression parameters and reliability functions using the Cox

likelihood [11]. Since PHGLM is in.the SAS user's group library

not supported by the SAS Institute, validation tests were

performed on PHGU4 against the widely accepted BMDP routine for

Cox regression, P2L. The researchers tested PHGLM versus P2L

using the Prentice, Williams and Peterson data set for bone

marrow transplants[Z2,38]. Since PHGLM and P2L gave identical

results, we standardized on the SAS PHGLM for commonality with

our other programs.

The analyses employed PHGLM to block on a stratification

variable (FAILURES) and regress on one discrete covariate

(CLASS). The SAS program also produces predictions and plots for

the resulting PWP model. Plots of reliability function, log
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transformed reliability function and hazard function are

produced. Finally, the program performs numerical integrations

to provide estimates of the mean time to failures (expected

time of the next failure) in each stratum defined by the count

(stratification variable FAILURES).

Table 1 summarizes the characteristics of the data sets

analyzed.

TABLE 1

DATA SETS SIMULATED AND ANALYZED

DATA SHAPE FAILURES ---- INDIVIDUALS----

SET 8 N CLASS 0 CLASS 1

1 1.2324 5 30 30

2 1.2324 5 60 60

3 0.6162 5 30 60

4 0.6162 5 60 60

The studies addressed cases with both increasing and decreasing

ROCOF. In all simulations, there were five failures per

individual item. In two of the simulations, there were 60

individuals equally .divided between CLASS 0 and CLASS 1. In the

other two simulations, there were 60 items in CLASS 0 and 60

items in CLASS 1.

Actual Data Set

The F-16 System Program Office (Aeronautical Systems

Division, Wright-Patterson Air Force Base) provided actual
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failure histories on a random sample of 13 F-16 radar power

supplies. We analyzed the data using the methods of the

Appendix, to identify a useful covariate. There was one

candidate covariate definable in the data set: primary air

base of operations. Such a covariate could yield insight to

reliability as a function of maintenance and operational

environment (which can vary among different organizations).

However, this covariate did not form proportional intensity

functions and the sample size was inadequate for analysis by

the parametric or semi-parametric methods used in this project.

Results

PWP Estimates

Figures 1 through 3 illustrate the results of PWP analysis

on a simulated data set. For the model with increasing ROCOF

(8 = 1.2324) and sample size of 120 items, these Figures give

the results for stratum 1 (the risk set of individuals awaiting

and then experiencing first failure). A "0" denotes the

stratum for CLASS 0 and a "1" denotes the stratum for CLASS 1.

Figure 1 contains the product-limit (Kaplan-Meier) estimates of

the reliability functions for the two classes. These functions

were numerically integrated to obtain the expected time to

first failure. Figure 2 contains plots of the increasing

hazard functions for strata 0 and 1. Figure 3 contains the

Plots of .n_-ln[Rft) versus l.n(t). The plots appear

parallel, indicating that the CLASS covariate forms

proportional hazards in stratum one. The plots also appear
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linear, suggesting the Weibull as a possible distribution for a

time-to-first-failure random variable. A NHPP with power law

intensity function does have a Weibull distribution for time to

first failure. Figure 4 contains the plots of ln(-ln[R(t)])

versus ln(t) for stratum 4, which also appear parallel and

roughly linear with a shape tending slightly concave upward.

Robustness

Figures 5 through 8 summarize the results of the robustness

studies. Figure 5 relates to data set 1 (Table 1). This data

set was generated from an NHPP with power law proportional

intensity and increasing ROCOF. The sample size was 60 items,

divided equally between CLASS 0 AND CLASS 1. The figure

contains plots of log-transformed instantaneous MTBF (IMTBF, or

expected time to next failure) versus ln(t).

The plots of IMTBF are linear, illustrating that the

underlying failure process is a power law NHPP. Plots of true

IMTBF for the two classes are also parallel since the covariate

CLASS forms proportional intensities. The estimated IMTBFS

were obtained by the parametric Lawless method and are also

linear and parallel, but with slope and locations differing

slightly from the true models. For the sample of 60 items, the

estimate of the shape parameter was 1.45504 compared to the

theoretical value of 1.2324. Consequently, the slope of the

estimated plots is greater than the slope of the true plots.
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Four PWP estimates are plotted for each value of CLASS.

Each point is an estimated mean time to failure (MTTF). The

coordinates of a point are the expected time of nth failure

versus the expected time to next failure (n + 1). For example,

ir CLASS 1, based on the true underlying NHPP the expected time

of the second failure is 78 hours. The PWP estimate of the

mean time to third failure is 30 hours. Therefore, the

plotting position of the point is (ln(78),ln(30)) =

(4.36,3.40).

For CLASS 0, both the parametric and semi-parametric

estimates appear close to each other and to the true values.

There appears to be a tendency toward under-estimation,

(negative relative bias). Table 2 supports this graphical

evidence. The relative mean squared errors are small (1 to 2%)

and the relative biases are negative. The semi-parametric PWP

estimates exhibit more bias than do the parametric Lawless

estimates. For CLASS 1 compared to CLASS 0, the PWP estimates

exhibit less negative relative bias, but slightly higher

relative error.

Figure 6 illustrates the results for the same true NHPP,

but for larger sample size (120 versus 60). The results in

Figure 6 are comparable to those shown in Figure 5, with

slightly less relative error, as expected with increasing

sample size (see Table 2).
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TABLE 2

COMPARISON OF ESTIMATORS

RELATIVE BIAS AND ERRORS (%)

---CLASS 0--- --- CLASS 1---

6 I METHOD BIAS MAD MSE BIAS MAD MSE

1.2324 60 LAWLESS -5 10 1 2 8 1

PWP -10 10 2 -5 17 5

120 LAWLESS -1 9 1 1 9 2

PWP -5 8 1 -4 8 1

0.6162 60 LAWLESS -5 10 1 2 8 1

PWP 2 19 5 36 36 35

120 LAWLESS -1 9 1 1 9 2

PWP 18 27 16 30 30 18

For the case of an IROCOF, the parametric Lawless

estimators exhibit moderate under-estimation (negative bias) in

CLASS 0 (higher reliabilities) and over-estimation (positive

bias) in CLASS 1 (lower reliabilities). The semi-parametric

PWP approach predominantly under-estimates the IMTBF of the

prozcess having IROCOF. The parametric estimates consistently

outperform the PWP estimates in closeness (MAD and MSE) for

IROCOF. However, Table 2 shows that the MSEs tend to be less

than 5% and the MADs loss than 10%, with one exception (17% for
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CLASS 1 and sample size of 60).

Figures 7 and 8 relate to the case of decreasing rate of

occurrence of failures (DROCOF). The parametric Lawless

estimators perform identically for the DROCOF and the IROCOF.

However, the PWP estimates consistently overestimate the expected

time to next failure (IMTBF), particularly for early failures and

for CLASS 1 (lower reliabilities). The PWP estimates

tend to improve at higher reliabilities and with increase

in the number of failures per unit. Table 2 summarizes the

results for DROCOFs, showing that the PWP performs very well

for a sample of 60 at CLASS 0. For the other cases

investigated, the PWP biases are always positive, ranging from

18 to 36%.

The poor performance of the PWP for the DROCOF data

suggests the need for further study. The results could be

peculiar to the chosen values of the simulation parameters.

Since the estimators improve with failure count, a start-up

transiert could be another explanation of the estimation

problem. Table 3 provides additional insight. The results in

Table 2 were ebtai.ned from a blocked analysis, where the

covariate regression coefficients are assumed to be the same in

all strata, permitting estimation of a single 8. Table 3 gives

the # estimates (point and 90% confidence interval) within

strata, showIng that for 8 = 1.2324, the O's are similar in all

strata, a~d ind.cating that blocking was valid. For 6 = 0.6162

the f's in st*-,t. I and 5 differ substantially from each other
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and from the other 3 strata. There also appears to be a trend

in the f estimates across successive strata.

TABLE 3
STRATUM ESTIMATES OF BETA

A STD. 90% Conf. A STD. 90% Conf.
Stratum R ERROR INTERNAL 8 ERROR INTERNAL

1 2.06 0.277 (1.60,2.52) 2.06 0.277 (1.60,2.52)

2 2.31 0.274 (1.86,2.76) 2.96 0.343 (2.40,3.52)

3 1.91 0.247 (1.50,2.32) 2.87 0.337 (2.32,3.42)

4 1.70 0.238 (1.31,2.09) 3.04 0.351 (2.46,3.62)

5 2.29 0.284 (1.82,3.91) 3.91 0.477 (3.12,4.69)

VI. RECOMMENDATIONS

Future research should expand the range of cases

investigated under the alternate hypotheses of a parametric

power law NHPP. The researchers plan to expand the study

reported here to include the simulated data sets in Table 4.

This research will address cases where the number of failures

per unit is larger (10 versus 5) and cases of small sample size

(5 or 10 individual units per class versus 30 or 60). The

results of the expanded study will be published in a Master's

thesis, and should be available prior to January 1990.

The researchers also recommend expansion of this robustness

study to consider other simulated data sets with varied

parameter values. Sample sizes other than those in Table 3

should be tested. This study has been limited to the case of

failure truncation, where the last observed event for each unit
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TABLE 4
SUMMARY OF SIMULATED DATA SETS

USING FAILURE TRUNCATION

IROCOF DROCOF
(8 = 1.2324) (6 = 0.6162)

N = 5 N = 10 N = 5 N = 10

I0 I1  10 I1  I0 I1  I0 I1

60 60 30 30 60 60 30 30
30 30 5 5 30 30 5 5
10 10 10 10

Note:

6 is the shape parameter of the NHPP, where 1.2324
represents an increasing rate of occurrence of
failures (IROCOF) and 0.6162 represents a decreasing
rate of occurrence of failures (DROCOF).

N is the number of failures per individual

I0 is the number of individuals in CLASS 0

I, is the number of individuals in CLASS 1.

is a failure. There is a need to address the case of time

truncation, where the observed lifetime is censored (truncated

at a time other than a failure event). This research has

considered the case where the alternate hypothesis is a power

law NHPP. An extension of this work would be to consider the

NHPP with log-linear intensity function (see Appendix,. section

3.3.1) (13].

The Air Force should provide access to substantial actual

data sets on repairable items, and support for applied research
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using the estimators evaluated in this project.

The knowledge base for nonrepairable items is sufficiently

defined to permit full-scale development of an expert system to

aid engineers in analysis of nonrepairable failure data. This

project has defined the knowledge base sufficiently to permit

development of a prototype expert system to aid in analysis of

repairable item failure data.
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Summary

The Armed Services use tests for the selection and placement of military and

civilian personnel. Numerous studies are conducted each year by the Armed

Services to confirm assumptions about the validity of these tests. The cost is

large and evidence that greater reliance could be made on past studies, or that

more accurate procedures were available, would save both time and money.

Demonstrating that a test can predict in a variety of locations without having to

conduct a validity study in each location can yield significant savings. The Air

Force would not always have to conduct a validity study before using a test if

the validity of this had been demonstrated in a similar situation. A number of

procedures have been proposed in the literature to determine when the validity

of a test (or construct) generalizes across situations. These procedures are

known as validity generalization procedures.

Investigators conducting validity generalization research have usually

assumed a set of artifact distributions when estimating the mean and variance

of the true validity distribution. The thinking has been that not enough

information was available from the validation studies to allow for the estimation

of the parameters of the artifact distributions. We have demonstrated, however,

that under certain assumptions, validity generalization procedures can

accurately estimate the mean and variance of true validity distributions using

estimates of artifact parameters from the validation studies, without the

assumed artifact distributions. Quality and not quantity was found to be the

important factor in a validity generalization study. The results suggest that a
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validity generalization study can be carried out effectively with few studies which

provide accurate estimates of the artifact parameters even when only 50% of

the studies contain artifact information. The paper outlines the statistical

foundation for basing validity generalization studies on situational data, and

compares six validity generalization studies using a Monte Carlo simulations.

The procedures gave the most biased results when the selection ratio was

small. Overall, the TSAI procedure of Raju and Burke (1983) was the most

accurate.
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I. INTRODUCTION

Researchers have known for years that the validity of a test changes from

one situation to another even when the same criterion is used across situations.

This led Ghisel (1966) to review hundreds of vark:ry studies In an effort to

categorize and identify situations in which tests are valid. He suggested that

artifacts such as unrellabity of the predictor and criterion, range restriction, and

sampling error account for most of the variability of validity coefficients across

situations. However, not until the seminal work of Schmidt and Hunter (1977)

did researchers have a way to quantitatively estimate the magnitude of these

effects.

Schmidt and Hunter's work stimulated other researchers and a number of

validity generarization procedures appeared in the literature shortly. Callender

and Osbum (1980) using a multiplicative rndel suggested a procedure

somewhat different from Schmidt and Hunter's (1977). Building on this

multiplicative structural model, Raju and Burke (1983) presented two validity

generalization procedures requiring less assumptions than previous ones.

Although the procedures developed by all these investigators (including those

of Sdrdt, Gast-Rosenberg & Hunter, 1980) are similar and generally yield

equivalent results, they can yield different results under certain circumstances.

A number of computer studies have investigated these similarites/differences

and we will discuss them later in the paper (e.g., Callender, Osbum, Greener &

Ast'wor , 1982; Raju and Burke, 1983). Lately, a procedure which is different,

both conceptually and computationally, has been suggested by Hedges (Note
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1).

The primary goal of a validity generalization procedure is to estimate the

mean and variance of "true" varkldty across situations, 'true* validity being the

vakfdy of a test (or construct) when there is perfect reliability and no range

restriction. Basically, after making a number of assumptions, the proced; res

provide a way to estimate the mean and variance of each artifact variable.

Using these means and variances one adjusts the variance of the observed

vali coefficients to obtain an estimate of the 'true" validity variance. Since

artifact infomation is frequently not available (Jones, 1950), Schmidt and Hunter

(1977) proposed using hypothetical (assurnrd) distributions of artifacts. Rather

than using statistics from each situation to estimate the artifact parameters, the

parameters are obtained from the hypothetical distributions (Schmidt & Hunter,

1977; Schmdt, Hunter & Peadrman, 1982).

II. BACKGROUND

Calender and Osbum (1980) were the first to use a Monte Carlo simulation

to evaluate the accuracy of validity generalization procedures. They created a

dstribution of true validities, attenuated this distribution with the assumed

distributions of Schmidt and Hunter (1977), and applied the validity

generaLzbtri procedures. Callender and Osbum (1980) tested the accuracy of

procedures under three sets of assumptions (or cases). In Case 1, true varkldty

was heid constant while reliability and range restriction were varied; Case 2 was

the opposite of Case 1; and in Case 3, all three variables were allowed to vary.
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In an effort to lessen the independence restrictions of previous procedures

RaJu and Burke (1983) introduced two procedures (TSA1 and TSA2). The

xocedures require only that the covadances among the artifacts and true

validity be zero instead of independent Raju and Burke (1983) compared their

procedures to the interactive and non-interactive procedures given In Schmidt et

al. (1980) and to Callender and Obsum's (1980) independent multiplicative

procedure. Their study, a Monte Carlo simulation similar to that of Callenaer

and Osbum (1980), compared the procedures in the absence of sampling error.

The results from the five procedures for validity generalization were similar, with

TSA1 in general slightly better than the others. For Case I (constant true

validity) the non-interactive procedures tended to underestimate the variance

while the other procedures generally overestimated the variance of true validity.

In Case Z the procedures generally overestimated the variance. Under Case 3

(overything varies), the procedures also overestimated true validity and

vatance, but only by smail amounts. Later studies have found similar results

(e.g,, Kemery, Mossholder & Roth, 1987; Spector & Levine, 1987).

In, the original procedure of Schmidt & Hunter (1977) the observed

correcltions, (rs), were transformed to Fisher's z prior to carqing out the

calcuAfxms. This transformation was included to, ensure that sampling error

would YA be correlated with true validity. Without the r to z transformation, the

dis-cmn,fion of observed validities is usually negatively skewed (James, Demaree

& Mula 1986), and the estimation of 'true* validity and error variance Is
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Presently, however, the r to z transformation Is seldom used by validity

generalization researchers. Several researchers have Investigated the effects of

using untransformed rs (James, et al., 1986; Silver and Dunlop, 1987; Strube,

1988) and have found them Inconsequential for large samples. James et al.

(1986) provided evidence showing that the error variance is underestimated

when the rs are not transformed. While Schmidt, Hunter and Raju (1988)

agreed with these results they pointed out that for ns larger than 40, the bias

will always be less than .005.

Validity generaration procedures appear to be reasonably accurate when

the hypothetical distributions are representative of the data collected and the

correlational assumptions are met However, the procedures can be misleading

when these hypothetical distributions are not representative of the data. The

consequences of assuming unrepresentative hypothetical distributions have

been investigated by Paese and Switzer (1988). This was a particularly

important study, since previous Monte Carlo studies have assumed that the

distributions were representative. In their study Paese and Sw.er (1988)

demonstrated that artifact variance can be overestimated or underestimated

when the hypothetical distributions are not representative of the data, and they

recommended caution in using hypothetical distributions. Hedges (Note 1) has

also been critical of using assumed distributions and has proposed a method

based on situational data. His method in essence Is analogous to correcting

the rs first and then computing the variance of the corrected rs.
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OBJECTIVES

In our study we compared Hedges' (Note 1) validity generalization

procedure with others when the procedures are based on situational data only,

without the benefit of assumed distributions. The purpose of the study was to

assess the accuracy of the validity generalization procedures when only sample

data are utlized, and to present a statistical foundation for the appcato

While Callender and Osbum (1981) have considered the accuracy of validity

generalization procedures with situational estimates, the focus of their study

was not on the statistical properties of the procedures. We present an

argument for, and explore some of the problems of, this approach. Then, we

compare the validity generalization procedures using a Monte Carlo simulation.

The procedures were compared under two sets of conditions: those with

complete data, and those with missing data. The missing data case simulated

a vaidity generalization study where some of the artifacts estimates were

STATISTICAL FOUNDATION

In this section we review and integrate the research providing a statistical

foundation for validity generalization procedures, then we show how the

foundation can be expanded for situational estimates. Callender and Osbum

(1980) presented a model for validity generalization based on the following

decomposition of the observed correlation coefficient

r, p +,
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where r, Is a sample correlation coefficient based on r subjects observed In

the t' situation (-1,...,k), p, is the population correlation In this situation, and

e, is the error of estimate. While Schmidt and Hunter (1977) did not explicitly

specly a model In their seminal article, their validity generalization procedure in

essence assumes the same model.

The number of situations k, in a varidity generalization study, can be

conceptalized either as a random sample from a large finite or Infinite, number

of situations (Hedges & Olkin, 1985, p.243; James, Demaree, Mulalk &

Mumford, Note 2), or as a smal number of situations which we can observe.

This conceptuaization of k Is analogous to assuming, respectively, a random or

fixed model In the analysis of variance. A number of validity generalization

papers have not been dear about this point, but it appears that most of them

ipicitly have assumed the fixed model. The results given In this section hold

whether the fixed model or random model is assumed. However, we will also

assume that k is finite and that all situations are observed to simplify the

statistical presentation. Further, for the present we will assume that the

observed correlations have not been attenuated by unreliability of measurement,

or restictWn in range. As we develop the model we will relax these

assumptiOns.

In their derivation, Callender and Osbum (1980) assumed e and p to be

uncorrelated over independent situations in order to express the variance of the

observed correlations as the sum

V(r) = V(p) + V(e) (1)
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But, Hedges (Note 1) has shown, assuming normality for the X and Y scores

being correlated, that e and p are correlated. Fortunately, this correlation Is In

general small and negative, especially when the n's are large. Specifically,

Hedges showed that the covariance between e and p Is given by

Cov(e,p) = [E(p) - E(p)E9) - V(p)]/2(n-1)

where E denotes the expectation operator. In a later article Hedges (1989)

showed that even when one uses an unbiased estimator of the correlation p,

say R, (in the validity generalization calculations) and thus eliminate the

covariance between p and e, the results obtained with R, In general, do not

differ by much from those obtained with r. Hedges (1989), however, suggested

using the unbiased estimate R in validity generalization when all of the n's are

Being able to express the variance of the correlation as a sum of two

components (Equation 1), suggests that V(p) can be estimated with the

difference between sample variances

O(p) = 9(r) -(e)

Since error variance V(e) is the average of the situation arior variances, the

error variance can be written as

V(e) = E[V(e,)]

When the number of situations k Is finite, the error variance takes the form

V(e) - ' 1 ,V(e,) (2)
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Under bivariate normality, V(e1) can be approximated by

V(e,) = (-p, 2f / (nI-1)

Consequently, validity generalization researchers have suggested
OIe kQce) = T i ,  [( 4"rf/(r ')]

as an estimator of V(e).

Howeer, according to Thomas (1988), 9 (e) Is a biased estimator of V(e), since

E[(e)] = - : [1 + E(e ')- 2E(eZ)]/(r,-1) (3)

(Looking at Equations 2 and 3, we can tell that V(e) is not E[V(e)].) The bias in

(e) while usually small, can occasionally lead to some under or over estimation

of V(p), especially when the ns and k are small (Thomas, 1988).! V(r), of

course is estimated by
kO )=0 (r-it'

concludIng the estimation process with,

V(p) = V(r) -ve).

The f is the mean oT the observed rs. Raju and Burke (1983) suggest a mean

weighted by sample size.

Callender and Osburn (1988) also examined the accuracy of estimating the

error variance V(e). They varied both the number of rs (number of studies in a

More disturbing is the fact that Them4. (18) owe sam examples (with smll no and k) where the

probability of obtaining a sell differeace, Wr) - We), Is larger whmn the p's are weIl than when all are
eual. In ters of hypolhesis testing, these results imply that under certain conditions the test of hypothesfo
based on the diffawmnce xr) - e) is biased. (ie ue bias here not in the estimation sense but In the testing
same; see KeIdal and Stuart, 1960, p.209)
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validity generalization study) as well as the ns In each r (number of subjects In
each validity generalization study). Their results (reported in terms of standard
deviations) showed that the estimate V(p) tends to be slightly smaller than the
actual variance V(p), *but the differences are in the third decimal place" (198,
p. 314). For correlations over .5 the differences averaged .002 while for those
below .5 the differences averaged .001. In a similar fashion, Milsap (1988),
assessed the sampling variance estimate, but, introduced attenuation due to
criterion rerability Into the Monte Carlo. He concluded that the sright negative

bias did not have significant effect if n > 60.

Next, consider a validity generalization study where the k observed
correlations have been attenuated by unreliability of measures and by direct
restriction in the predictor's range. RaJu and Burke (1983) following Callender
and Osbum (1980) have suggested the following model for this condition

r, PI + el (4)
where

p IP a b, ci;
ai is the square root of the criterion relabifty, p6; I is the square root of the
predictor reliability, py; and ci is a function of u1 ,, andb , given by

uf
01= [1 + (u2.1) p,2 a,1 b,2]112

The u4 is the ratio of the restricted standard deviation of the predictor to the
unrestricted standard deviation of the predictor, and R) is the unrestricted,

115-13



unattenuated, population correlation for the ith situation. Note that all of the

parameters given above are defined within a situation. Equation (4) can be

derived by applying the usual psychometric corrections for attenuation and

range restriction (see RaJu & Burke, 1983; and Mendoza & Mumford, 1988).

Based on Hedges' (1989) results, we know thatp and e in Equaton 4are

generally uncorrelated, and that E(e) = 0, or that we can make it so using an

unbiased estimator. Under these conditions, p, a, b, and, u are uncorrelated

with e when n is large (see Appendix A). Consequently, Raju & Burke's (1983)

Taylor expansion for V(p) holds; that Is

V(p) -_ AV(p) + B2V(e?) + CV(b2) + DZV(u) + AB Cov(p,d) +

AC Cov(p,t?) + AD Cov(p,u) + BC Cov(d?,t?) +

BD Cov(e?,u) + CD CovQ?,u) + V(e) (5)

where

A = .5 x [r/E(p) + (?)3w/E(p)E(uf]

B = .5 x [r/E(a) + (r)w/E(ad)E(uf]

C = .5 x [r/E(b2) + (r)w/E(be)E(uf]

D = -(r)/E(u), W = I -E(u ,

E(p) = r

{E(aW)E(b?)[E(uf,+ (tfw]}1r2

and r is the mean of the observed correlations. Note that this snot the only

possible representation of V(p); others are presented in RaJu and Burke (1983)

and Caflender and Osbum (1980). Also note that the means, variances and

covariances In Equation (5) Involve the unobservable parameters a,, b1, ci, and

U,. In most validity generalization studies, at best, what we have are the
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estimates A, I, q, and u4, or a set of assumed distributions for a, b, c, and u.

We discuss next how one can use situation statistics to estimate the means,

variances and covariances appearing in Equation (5).

To begin with, the three covariances invoMng p (the unrestricted,

unattenuated population correlation) in Equation 5 are not estimable (James et

al., Note 2), since p Is not observable, and any estimate of p would necessarily

involve the parameters ai, b,, and u (or the estimates , and ^). Unlike the

covartane between p and e whose effect on the estimation of V(p) depends on

n, the effect of these covariances on the estimation of V(p) does not depend on

n. Kemery et al. (1987) have shown how one can have a nontrivial covariation

between p and the other parameters. Nevertheless, most validity generalization

procedures have assumed that these covariances are zero.

On the other hand, if data are available for each situation, the covariances

not inolving p can be estimated using sample estimates. For instance,

consider the covariance between the squared criterion and predictor reliabilities

in Equation (5), Cov(:iJ?). It is not difficult to show that

COV(db?) =

when the estimates of criterion and predictor reliabilities are unbiased In each

situation (conditionally). Note that the estimates a and ' must be from

unrestricted samples (Mendoza & Mumford, 1988; Callender & Osburn, 1980).

In the case of the criterion reliability, 6, this posses a special problem because

unrestricted estimates are difficult to obtain. A criterion reliability estimate,

corrected for restriction in range, could be used, but this estimate would likely
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be biased. It Is Important to note that the estimate of the predictor reliability, 0,

cannot be corrected for range restriction and must be from an unrestricted

sample (Mendoza and Mumford, 1988). This caveat aside, it Is dear that In

certain cases we will be able to estimate the covariances between the artifacts.

The estimation of the means and variances In Equation (5) does not present

aproblem, if In each situation the estimates, a, 8 , and u4 are unbiased and

consistent. For example, if A Is an unbiased (even asymptotically) and

consistent estimator of a, then for large n

Efa) E(a), and

v(a) V(a).

Specifically, under the conditions specified above, it can be shown that

SEfa) E(a), and

g V = V,(a).

Hence, when n is sufficiently large, V(a) can be used to estimate V(a), provided

that a is available for all or most of the situations. Again, if a corrected

estimator, say, a is used to estimate the criterion reliability, it is not clear

whether V(a) would equal V(a*). Even if the equality holds asymptotically, n

may have to be very large before one can use V(a) to accurately estimate

V(a). When parameter estimates are not available for each situation (which

according to Jones, 1950; and Schmidt & Hunter, 1977 is the more typical

case), the estimates are obtained from the assumed distributions. The

accuracy of the assumed distributions, however, depends on the accuracy of

the data used to create the assumed distributions. The estimates used to
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create these distributions should be unbiased, consistent and from unrestricted

samples. This issue has been largely overlooked.
it Is beyond the scope of this paper to deal with the many Issues Involved In

testing hypothesis In validity generalization studies. The Interested reader is
referred to James et al. (1988), Schmidt, Hunter, Pearlman & Hirsh (1988),
Kemery et al. (1987), Sackett et al. (1986), and Spector and Levine (1987) for
more details. Our concern In this paper is with the accuracy of estimation and
not with hypothesis tosting In general. We understand, however, their

relationship.

It should be dear from the above presentation that if:

" n Is suflicientlylarge

* X and Y are at least approximately normally distnbuted

" al covariances involving p are zero, and

" appropiate estimators of a1, b1 and ui are available
we can estimate V(p) from the mean and variances of the parameter estimates.
However, two questions still remain: how accurate can we estimate V(p) and,
how large does n have to be? These are the topics which foflow.

II1. METHOD
A FORTRAN program was written to simulate data under a number of conditions

and to apply six validity generalization procedures. The program first
independently sampled the parameters p, a, b, and u from a preselected set of
distribtons and then obtained a random sample conforming to these
parameters. The parameter distnbutions used in the study are shown In Table
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1 and some are depicted graphically In Figures 1, 2 and 3. Each condition

tested in the study consisted of a combination of these crsibutons. The

conditions are listed In Table 2.

Specificaffy, after R, i, b, and ut were sampled the program used these

parameters to create a multivariate normal distribution for Z = (X Yt X, Y.)

with mean zero and vaiance

1 Pt 0 0

1 0 0
V-

1-b 2  0

1-a 2

The elem s X and Y, in the vector represent the trait (true score) portion

of each score, and Xe and Yo represent the error portion. Using data from a
random sam, ple from this multivariate normal distribution we obtained the

estimates V(X), V(Y), V(Xt), V(Y) and

,, v(yt) vKX)
a = . =

VQ()

Next the data were ranked on X (X = Xt + X.) and the upper u% (selection

ratio) of the -sample were selected. From this restricted sample we obtained

A 
[V(X,)J

V(X'), ixy, and u= (A]/2

Note that te u is the ratio of the standard deviation of X in the restricted

sample to the standard deviation of X in the unrestricted sample. The process
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described above was then repeated k times to generate data for a validity

generaation study.

The mean and variance of these estimates (as well as the estimates

themselv) were then used in the six validity generalization procedures: the

Non-interactive (NIA) and Interactive (INT) procedures (Schmidt & Hunter, 1977;

Schmid et al., 1980), the Independent Multiplicative (INM) procedure (Call-nder

& Osbumn, 1980); TSA1 and TSA2 (RaJu & Burke, 1983); and a modified version

of Hedges' (Note 1) procedure. The computational formulas for all of the

procedures except for Hedges were taken from Raju and Burke (1983).!

Hedges (Note 1) originally recommended transforming to Fisher zs prior to

estimatig the true variance. Recently Hedges (1988) suggested using

nontransformed coefficients. To incorporate his recent suggestion we dropped

the z-asformation, and modified the conditional error variance 1/(n',-3) used

in the EM algorithm of his procedure as follows
u'2(1.1) 2

no^^(+?(u"-l)) (6)

A "missing data' condition was simulated by deleting (losing) 50% of the

svairz-btifact stimates. Since data for validity generalization studies ca, i be

unavatiae in a variety of ways, (eg., predictor reliability M reported, but,

criterion reriability and selection ratio were n given; versus none reported)

one must decide on a specific manner in which to delete the data. We used a

simple procedure. The missing data condition represents a varlity

2 Sea pge 385-387 and 394-395 for the complete formuas and correction.
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generafization study In which 50% of the situations contained no artifact

information (all three estimates were missing) while the other 50% contained

estimates of all three artifacts (Note that this Is = exactly the same as having

validit, g',nerallzation studies with half of the rs.) This method assures that

Hedges' procedure would be based on the same proportion of missing data as

the other procedures. The results were accumulated over 250 replications.

Hedges' procedure for estimating true validity and variance uT.izes the

reliabiftes and the range restriction from each situation. When ttese are

available an estimate of the true validity and variance are prc-duced via a

maximum likelihood iterative approach. This procedure results in an estimate

referred to a. Hedges' r'. However, when either of the reliabirties or the range

restriction is missing from a situation, T can not be calculated. ;-ledges (Note 1)

gave a method for replacing the missing Ts with predicted T based on a

regression equation between the rs (observed validrties) and 6Pc, Ts. For

situations in which artifact information is missing the conditional error variance,

as given by Equation 6, can not be computed and thus must r2so be estimated.

The conditional error variance was estimated using a regression equation

between the rs and the conditional error variances calculated when the Tr,, were

available.

A diffrerme between the current simulation and previous ones is in the

generation of the simulated data. In most previous simulations the mean and

variance of the assumed distributions (representing the true validity, criterion

and predictor reliability and restriction in range) were used in the calculations of
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the validity generalization procedures (Callender & Osbum, 1980; RaJu & Burke,

1983; Paese & Switzer, 1988). This results in variance estimates for artifacts

which do not change across validity generalization studies. While the current

study also uses theoretical population distributions to generate data, we did not

use the mean and variance of these distributions [E(a), E(b), E(u), V(a), V(b),

V(u)] in the calculations of the validity generalization procedures, instead we

used the estimates E(a), EA, E~u), V(), V(s), & V(A). A similar approach was

used in the later simulations of Callender (Callender & Osbum, 1981; Callender

et al., 1982).

CONDITIONS SIMULATED

To establish a connection with previous research the first application of our

simulation was to replicate the conditions reported by Raju & Burke (1983). We

refer to these as calibration runs, since their main purpose was to confirm the

accuracy of our simulation. These runs were based on conditions 1-10 from

Tal 2. Results for Conditions 1-4, 5-9, and 10, were compared with the

re* .ift reported by Raju and Burke (1983) for *Case I", 'Case 2, and "Case

2', respectively. The result of these comparisons is presented later.

For Case 1, true validity was held constant in each run, while allowing the

reliabilities and range restriction to vary. The means and variances of the
artifact po:ulations used in these a Clihrntinn nine wer-e thOrse &o uro%s+"t"-b

- -- -. .... .. . .. . .. -1v WII L . LWW %%&V V 1 l Y

Schmidt & Hunter (1977) and used by Raju & Burke (1983) (See the

distributions labeled CRO6OL, PROBOL & SRO65L in Table 1.) While RaJu and
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Burke (1983) used these artifact distributions to attenuate nine populations of

true validity with means of (.1)(.1)(9) and zero variance, we used .0, .1, .5, and

.9 (Conditions 1-4 In Table 2). Each Case 1 ca;ibration run used samples of

size 500, and 100 siuations (rs).

In Case 2, (conditions 5-9) only the true validity varied. However, in spite of

the artifact population variances being zero, the estimates of the population

artifacts (C, , and ^) contained sampling error variance, and therefore varied

across situations? Our calibration runs used the true validity distribution labeled

TV050H n Table 1. This distribution has a mean equal to .5 and a variance of

.082. This distribution Is virtually identical to the distribution used by RaJu and

Burke (M=.5,V=.083). As with the previous conditions, these were examined

with 100 rs in each study. However, to investigate the effect of sample size,

each r was based on an n of 250 instead of 500. We limited our calibration

here to five of the 27 conditions studied by Raju and Burke (1983), conditions 5-

9 in Table 2.

Conrditon 10 duplicated the condition reported by Raju and Burke (1983) for

Case 3. However, their results represents the average of nine trials (validity

generaftion studies) and ours Is the average over 250 studies. This condition

was run with sample size of 500 and number of situations (rs) of 100, 25 and

10.

3The onty azaption is when the variance of the artifacts is zero nd the mean Is one. In this case tow
artifact Is estimated without saaptng arror; that Is, the estimte is set to 1.0.
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After establishing the accuracy of our simulation, we turned or attention to

examining the accuracy of the six procedures under a variety of other

conditons (See Table 2, Conditions 11-24) and the effects of missing data.

This set of conditions represents a wide range of means for the population

distrb-o of both true validity (0.0, 0.35, 0.5, 0.6, 0.9) and the artifacts (0.1,

0.6, 1.0). While all possible combinations of these values were not run,

conditions 11-24 represent a set of runs which both cover the range of values

which might be expected and the various combinations descnbed by the *Case

1, 2 & 3" approach.

As noted previously, our simulation was based on parameter estimates

cordaining sampling error variance. Thus, when we sampled from an artifact

distibution with zero variance, there was still variance in the estimate of the

artifacts. Therefore, our Cases 1, 2, and 3 are not exactly like Cases 1, 2, and

3 as described by Rau and Burke (1983). We will refer to our cases as Case

1', Case 2' and Case 3'. An exception to this is found in conditions 21-24

where the reliability estimates were set equal to 1 resulting in no sampling

variance for the reliability estimates. The only variance in these conditions was

due to the sampling variance In r.

The calibraticn runs were based on 250 validity generalization studies, each

with 100 situations (rs) per study. However, in conditions 11-24 we used only
32 situations Der study. Few Invnstiga ot have 1nn 0ituatione (r#^ t, ,,, de ;%

their validity generalization study. We think that 32 is a more rearlic number.

Furthermore, Paese and Switzer (1988) compared the interactive and non-
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Interactive procedures using 32 situations per validity generalization study, and

In a study utilizing actual data from the petroleum Industry Callender and

Osbum (1981) indicated that 32 was the average number of rs (situations) per

study when performance criteda were used. Settling on the 32 situations per

varl dy generalization study allowed us to observe the validity generalization

procedures under 32 studies in the complete data case and 16 studies in the

missing data case.

IV. RESULTS

The calibration runs replicated accurately results from previous research. As

noted earlier, our simulation contains sampling error not included by previous

simulations. Therefore, to establish the accuracy of our simulation, rather than

comparing means, we computed correlations between the results reported by

Raju and Burke (1983) and those from our simulation. The correlation

measured the relationship between our results and Raju and Burkes' (1983)

results for a validity generalization procedure over situations. In other words,

we computed a correlation -for each procedure over the situations.

Table 3 reports the bias obtained in estimating the means for the six

procedures in Case 1'. The correlations between these data and those.

reported by Raju and Burke (1983) were above .999 for all of the procedures.

Similarly, Table 4 gives the bias for Case 1' when the variance of true validity

was estimated. These variance results correlated above .995 with Raju &

Burkes' results. In addition to the correlation results, the estimates produced

115-24



by our simulation resemble closely those obtained by other researchers. The

Non-Interactive Additive (NIA) produced variance estimates which decreased In

accuracy as p increased. TSA1 produced the most accurate estimates under

Case 1' but underestimated variance when true validIty was .5 or above.

For Case 2' Raju and Burke reported that the five validity generaization

procedures produced the same results for mean and variance when the

selection ratio was 100%. This made calculating correlations Impossible.

However, RaJu a 9 showed that all the procedures estimated the

parameters exactly when the selection ratio was 100% (and the artifacts did not

vary, Case 2), the amount of bias in our results was also very small, verifying

the accuracy of our simulation. The top 1/3 of Tables 5 and 6 give the bias for

the Case 2' conditions when the selection ratio was 100%. The average bias

for these portions of Tables 5 and 6 are -.0015 and -.0022 respectively. This

amount of bias is virtually the same as found by RaJu and Burke (1983),

however, it seems that the validity generalization procedures tend to

underestimate the variance of true validity when there is but sampling error in

the artifacts.

The results for the remainder of the Case 2' (selection ratio < 100%) are

given in the lower 1/3 of Tables 5 and 6. These results, when correlated with

those of Raju and Burke (193) yielded correlations above .999 for mean valklity
estimates. Fnr Aimn=pq nf varinra where * h,- elalto;n r %as =~ 1. AI

1/3 of Table 6), all the correlations were above .97. However, for estimates of

variance where the selection ratio was 10% (bottom 1/3 of Table 6), the
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correlations were .86, .82, .84. -.39 and -.40 for NIA, INT, INM, TSAI, and

TSA2 respectively. In our simulation, estimates of variance decreased In

accuracy as reliabilities decreased, rather than increasing in accuracy as

rellabilities decreased, as reported in RaJu and Burke (1983).

For Case 3, RaJu and Burke (1983) examined only one set of conditions.

Tables 7 and 8 give respectively the bias In mean validity and variance under

Case 3'. The average difference between our results and those reported by

Raju and Burke (1983) for this condition was .004. The correlations between

our results and those of RaJu and Burke were .97 and .99 for mean and

variance results, respectively.4

In addition to establishing that our simulation accurately replicates previous

research, the calibration runs also provided information about the relative

accuracy of Hedges procedure. For Case 1', Hedges' procedure was more

accurate in estimating the mean validity than the other procedures. Under this

condition variance was slightly overestimated by Hedges' as opposed to being

(in general) slightly underestimated by the other procedures. Hedges'

estimates of both mean validity and variance tended to maintain more accuracy

as p Increased than the other procedures.

For Case 2', Hedges' procedure again tended to be as accurate as the

other procedure, but only at selection ratios of .5 or greater. At a selection ratio

of 50%, Hedges' procedure overestimated mean validity by an average of .016

while the other procedures overestimated by .019 on average. In a similar

The correations calcutated here were across procedures, since onty one condition was exmined..
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fashion, the variance estimates of Hedges' averaged .002 under the .0816

actual variance while the other procedures over estimated by an average of

.013. When the selection ratio was decreased to 10% all the procedures

became more inaccurate. However, Hedges' procedure lost more of its

accuracy than the others. The average bias In the mean validity estimate from

the other procedures was .031 while Hedges' overestimated by .055. Even

more striking were the overestimates of variance produced by Hedges'

procedure. For conditions where Hedges' procedure overestimated the

variance (.0816) by .162 on average, the other procedures overestimated the

variance by .067.

For the Case 3 condition replicated, Hedges' procedure was generally more

accurate in estimating both mean validity and variance. For estimates of mean

validity, accuracy was generally maintained as the number of situations (rs) was

decreased from 100 to 25 to 10. However, when the number of situations was

decreased, Hedges' lost more accuracy than the other procedures when

estimating variance. Interestingly some estimates of variance from the other

procedures became more accurate as the number of studies decreased while

Hedges' became less accurate.

The remaining results are organized in terms of selection ratio and

conditions and represent conditions wwith only 32 situatic.ns (rs). Table 10

presents the bias of the validity generalization procedures in estimating the

variance in true validity when the predictor and criterion contained error of

measurement and the selection ratio was set to .1. Similarly, Table 12 presents

115-27



bias results for estimating variance with the validity generalization procedures

when the predictor and criterion were error free and the selection ratio was .1.

The bias in estimating the means under these conditions are given in Tables 9

and 11. Table 9 reports bias for unreliable measures, whereas Table 11 reports

bias for the error free measures. Tables 13 and 14 give the mean and variance

results, respectively, when the selection ratio was .6 and the measures

contained error. In addition, a number of conditions that were run with a

selection ratio of 1 are not presented in the tables, since the bias was virtually

zero for all of the validity generalization procedures when the sample size was

125 regardless of condition or selection ratio. Two general results can be seen

from these tables. F'rst, the bias in all of the validity generalization procedures

decreased as (applicant) sample size increased. Second, the validity

generalization procedures were more accurate in estimating the mean than in

estimating the variance of the true validity distribution.

The choice of parameter distributions in general did not moderate the bias in

the procedures. A look over Tables 9 through 14 reveals that there was not

much vaiabity in bias over the conditions tested. Bias was much more

dependent on the selection ratio and sample size than on the choice of

distnbution. Generally, In conditions where the predictor and criterion were

error free (Tables 11 & 12) the bias tended to be smaller than In those
condtons were there was mrelinhility.Tables 9 & l) .,,a,,.,,-., 1n% e .....

. .. ...... -. . -- - - 'W . I 8VTIVVl 1%, Ud~ go ia %A

free conditions where the variability of true validity was high (Condition 18), the

bias was greatest and as large as the bias found in the conditions with
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unreliability (Conditions 11-16). The reader should note that In conditions where

there Is no artifactual variability, the NIA and INT procedures converge to a

common value as do TSAI and TSA2 (Tables 11 & 12).

The selection ratio was the most pernicious of all of the factors investigated,

as the selection ratio decreased the bias In the validity generalization

procedures increased. When the selection ratio Is .1, one needs at least 250

applicants to obtain accurate estimates. Figure 4 depicts the average accuracy

of the validity generalization procedures in estimating true validity variance when

the measures contain error and the selection ratio is .1. The figure was

obtained by averaging over Table 10. Figure 4 clearly illustrates the effect of

sample size on the estimation of variance. The bias in the varlidty generarzation

procedures was In the neighborhood of .10 when the (applicant) sample size

was 125 and the selection ratio was .1, except for the Hedges procedure which

had a larger bias. This Is not surprising considering that Hedges' procedure is

based on single observations and not aggregated variances.

The effect of sample size on vaiance estimation can also be seen in Figure

5. This figure, as the previous one, presents average bias results. Specifically,

the results given in Figure 5 are the average of those found In Table 12. The

validity generalization procedures were more accurate when the predictor and

criterion were error free. For most of the validity generalization procedures the

effect of error free artifacts was to cut the bias in half. When the sample size

was 125 bias was .05, half of the bias in Figure 4.
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The inverse relationship between selection ratio and bias, which can be seen

by comparing results across the tables, does not seem to have been caused by

sample size alone. If the relationship between bias and selection ratio was just

due to sample size, one would expect the bias In a cond iion with 250

r.ricants and a selection ratio of .1 to be equivalent to a condition with 25

apprcants and a selection ratio of 1. However, when we duplicated the

conditions given in Table 10 (the results are not presented in the tables) with a

sample size of 25 and a selection ratio of 1, the largest biases encountered in a

condition were -.0101 for NIA, -.0094 for INT, -.0110 for INM, -. 0110 for TSA1,

-.0041 for TSA2, and .0185 for Hedges. These values are lower than any found

in a row of Table 10 for a sample size of 250 (and selection ratio -. 1). In spite

of having effectively equal sample sizes, the condition with the smallest selection

ratio always had the larger bias. Similar results were found for the me.-. Since

the reliablilty estimates in fact were based on a larger sample size (250) when

the selection ratio was .1 than when the selection ratio was 1 (25), the

increased in bias in the small selection ratio condition suggest b reased

accuracy in the estimation of the sampling variabThty of r and u.

Results from the incomplete data conditions paralleled those from the

-complete data conditions. Surprisingly, the validity generarzation procedures

estimated as well with missing data as with complete data (Tables 9-14). The

exception was the Hedges procedure which was not effective in the missing

data condition when the selection ratio was .1. Although the bias results were

similar under the complete and Incomplete data cases, the standard errors (not
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reported here) were not. The standard errors tended to be slightly larger (in the

magnitude of .005) in the missing data conditions. Figure 6, gives the average

bias in estimating variance with missing data for TSAI. The points in Figure 6

represent the bias obtained with missing data when averaged over Tables 10

and 12. As we can see from this figure, the TSA1 procedure with a sample size

of 250 and missing data, contained (on the average) a bias of .02 which

compare favorably with the bias for complete data (Figures 4 & 5). Overall, the

TSA1 procedure was the most accurate of the validity generalization

procedures.

V. DISCUSSION

Most of the validity generalization procedures accurately estimated the mean

and variance of the true validity distribution even when some artifactual data

were missing. For the most part, the validity generalization procedures were

accurate when applied without assumed artifactual distributions. Although

studies have shown that the validity generalization procedures in general are

accurate when used with suitable artifactual distnbutions, if the artifactual

distributions are not representative, the procedures can be in substantial error.

The accuracy of the validity generalization procedures depended mainly on

the selection ratio. Selection ratios of I generally provided estimates with small

biases even when the sample size was as low as 25 (appllcarn,). In contrast,

selection ratios of .1 yielded the largest bias. When the (applicant) sample size
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was 125 or over and the selection ratio was greater than .1 the bias in the

validity generalization procedures was generally small. The bias was larger

when estimating the variance. Although the rellabilitles of the measures did not

affect bias as much as the selection ratio, there was a tendency for the bias to

Increase as the measures became more unreliable. Most of the time the

procedures were positively biased.

TSA1 and TSA2 were generally superior to the other validity generalization

procedures, TSA1 being slightly better than TSA2. For example, when the

selection ratio distribution had a mean of .1 (and no variance) the TSA1

procedure needed 250 applicants per study for accurate estimation, whereas

Hedges' procedure required at least 500. In addition, TSA1 did not require

many studies to accurately estimate mean and variance. In cases where both

sample size and selection ratio were moderate or sample size was large and

the selection ratio was small, TSA1 retained accuracy wkth as few as 12 studies.

This suggest that the quality of data obtained for a validity generalization study

are much more important than the quantity. It is better to have a few good

validation studies even if some of the artifactual information is missing than

many studies with questionable data. This supports previous research where k

(the number of studies) has been found to be less important than the sample

size per study.

VI. CONCLUSIONS
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Our results and those of Callender and Osburn (1981) justify the use of

valrdty generalization procedures with situational data. We have seen that the

procedures do not require a great number of studies but a few quality ones. An

Issue remaining for the applied research is that of obtaining an accurate

estimate of predictor and criterion reliablity. Obviously, if one were certain that

a set of assumed distributions were representative, one should opt for the

assumed distributions. But the representativeness of the assumed distributions

has not being adequately addressed in the literature. Presently, the researcher

is on his own without a guideline for acceptance, rejection, or construction of

the assumed distributions. Consequently, we feel that in most cases, it is safer

and more effective to conduct validity generalization studies with situational

data. At any rate, it is important that we continue to investigate how the

procedures perform with situational data and/or suggest ways in which to

establish the suitability of assumed distributions. Also, we should examine the

effect of different methods of estimating the artifact parameters on the validitj

generalization procedures.

Before closing we should say a few words regarding the accuracy of validity

generalization procedures in light of their assumptions. The validity

generalization procedures studied, with the exception of Hedges', rely on zero

covariances between the artifacts and true validity for accuracy. As previously

mentioned these covariances can not be estimated, but car, effect the accuracy

of the procedures. The simulation included neither covaiances between the

artifacts and true validity, nor correlation between the artifacts. However, the
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correlations between artifacts could be estimated and incorporated in Equation

5.) In the current study, we .assumed a set of reasonable, but favorable

coditions, fo the procedures in the simulation. This was done because most

previous simulations with assumed distribution utilized similar conditions. We

wanted to be able to compare our results with those of oVier Inhestigators.

However, before fully endorsing validity generalization procedures, more

research is needed to explore the consequences, if any, of violating these

assumptions, and those regarding estimates of artacts.

We have dermnstrated the accuracy of the validity generalization

procedures with situational data when their assumptions are met. It Is not clear,

however, at this point whether these assumptions are usually met in applied

settings such as the Armed Services. Until we know more about the likelihood

of rreting these assumptions, applied validity generalizatim studies should be

interpreted with caution. Essential to this interpretation is that we have well-

behaved estimators (estimatom which are consistent and estimate the

unrestricted reliability of the measure) of reliability in our study. As mentioned

earlier, obtaining well-behaved estimates especially of the criterion reliability,

could in some situations prove difficult. Furthermore, more research is needed

to determine the robustness of the validity generalizaton procedures to the

correlation of the artifacts with true validity. Even though this is not an

assumption of the Hedges' procedure, it appears that his procedure needs

sone refinem rnts especially In the case of missing data before it can be used

freely.

115-34



VII. RECOMMENDATIONS

We feel that validity generalization studies conducted by the Air Force

should not be based on assumed distributions but on situational data. if

assumed distributions are used particular care should be put ki the derivation of

this d&nrbutions. It is Important to know what type and kind of information went

into the construction of these distributions. When using situational data, the

emphasis should be in the quality of the studies used in the validity

generalization study and not so much on quantity. However, the investigator

should be careful not to introduced a sampling bias with this sampling plani.

Until more research is conducted, it appears that the TSA1 procedure is the

most robust of the validity generalization procedures available and we

recommend Its use. Hedges' procedures shows promise but needs further

development

We recommend that the Air Force continue its research efforts in validity

generaration procedures. it is clear that these procedures could be useful but

it also dear that more research is needed before they can be fully endorsed, or

investigators can generate new procedures. Additional research should pay

particular attention to the criterion reliability problem, the correlation between

the artifacts and true validity, and to the possibility of improving Hedges'

procedure.
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GRAPHICAL PROGRAMMING OF SIMULATION MODELS

IN AN OBJECT-ORIENTED ENVIRONMENT

by

Mufit H. Ozden

Department of Systems Analysis
Miami University
Oxford, OH 45056

ABSTRACT

Graphical programming, which is used here to mean creation

of simulation models graphically, has been used in conjunction with

conventional simulation languages via block diagrams or activity

networks. Its beneficial effects on model development in

simulation have been generally accepted. However, none of these

conventional simulation languages has reached a level of

graphical programming that would impact the user's programming

task substantially. Today, this is possible with the current

software and hardware technology. An interactive incremental

programming environment supported by a good graphical programming

system that helps automatic model development, specification and

verification would be greatly appreciated in modeling in general,

but especially in simulation of complex real-life systems. Such a

visual system could essentially be a conceptual framework for

analysis of the problem at hand and become a means of

communication among the people who are involved in development and

mrnaqement of systems. Tt can actually be the programming

facility forming a friendly interface between the modeler and the

computer.

117-4



In this research paper, a prototype graphical programming

methodology for modeling and automatic interpretation of

simulation problems is developed in the object-oriented

environment of the Smalltalk-80 language. The modeler uses a

high-level graphical representation formalism based on the

activity-cycle diagrams to define simulation problems. The

activity-cycle diagrams constructed in a highly interactive mode

are then interpreted into the underlying programming language and

executed automatically. Thus, the modeler does not have to know

the underlying Smalltalk-80 language in order to use our

prototype simulation system. The future expansions to this system

will include a model editor and output display systems.
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I. BACKGROUND AND MOTIVATION

Logistics and Human Factors Division of the Air Force Human

Resources Laboratory (AFHRL/LRL) is currently undertaking a study

that will expand the capabilities of the Air Force in analyzing

logistics support systems. As a part of the Productivity

Improvements in Simulation Modeling (PRISM) project

(Popken,1988), the system currently under study is an Integrated

Model Development Environment (IMDE) which will create a state-

of-art development and test system for the various simulation

models of capability assessment in an object-oriented

environment. The IMDE will consist of an integrated set of

hardware and software tools which support model specification,

development, and verification as well as specific functions such

as data retrieval and update. The user-friendliness and

programming efficiency will be the most important feature of such

a development environment.

Today, it is a well known fact that , the software component

usually forms the bottleneck in design and management of complex,

computer-based systems and the old paradigms of software

technology have not been able to offer a comprehensive remedy to

this bottleneck problem. Graphical programming of simulation

models in object-oriented environment mainly addresses some

aspects of this extremely important issue in simulation and

therefore is future oriented and experimental in nature. Due to

the new and evolving nature of the technology and graphical

programming concepts, the graphical programming methodology

composed of existing and novel ideas will be created as a
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prototype system before a full scale production system can be

attempted. Because of the prevalence of this critical issue, this

research has many fruits to bear for the systems under

development as well as for the other software systems.

In my initial exploratory research at the Wright Patterson

AFB during the summer of 1988, the types and benefits of

graphical programming and the capabilities of several languages

were studied for object-oriented simulation . The findings and

recommendations of this research work have been compiled as a

report submitted to AFHRL /LRL and UES (Ozden, 1988). As a result

of this research, the future research needs of graphical

programming of simulation models were identified for the PRISM

project. As follow-up research, this graphical programming

methodolog has been developed as a prototype system for the AF

logistics support systems. In the future, this methodology may

be modified sightly for efficiency and should be expanded to

include more high-level modeling concepts in order to serve as a

basis for broader model development environment.

II. SIMULATION IN AN OBJECT-ORIENTED ENVIRONMENT

Although the object-oriented paradigm is a relatively new

popular concept in software engineering, the idea of programming

based on objects was first developed in Simula (Dahl and Nygaard,

1966), which is a simulation extension to the Algol-60 language.

The basic ideA is to modularize the pr qramming tasks on the

bas.,.s of abstract or physical object,. of the system. The data

structures and methods associated with an object are encapsulated

within the object s- that the only way its data can be accessed
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or changed, or one of its methods can be invoked, is by sending

an appropriate message to the object. Programming in this

paradigm involves creating a set of objects with the proper

methods that will be invoked at the appropriate time through

message passing among these objects. An object-oriented language

comes with its own abstract classes of objects which form

together a programming environment. An object can acquire the

data structures and methods that it does not contain specifically

from its "superior" classes. This is called "inheritance" of data

and methods, and it is one of the most important characteristics

of the object-oriented environments. The inheritance provides a

flexible programming environment that is organized in a

hierarchical structure of object classes with reusable programs.

In the object-oriented paradigm, objects of the simulated

dorld can interact with one another closest to their behavior

patterns in the natural setting. These objects can be categorized

into different kinds of classes. Objects created from each class

will be similiar but not necessarily identical. This is actually

a higher level of abstraction and more natural way of programming

than it is possible with the procedure-oriented simulation

languages, (Shannon, 1987).

Object-oriented simulation programs make excellent use of

modern software engineering concepts, such as modularization,

extensibility, inceremental and exploratory style of programming

(Stairnmand and Krcutzer, 1988). This style of programming will

be one of the essential characteristics of a rapid model

development environment for complex simulation problems. The

.17-8



availability of the computer languages using these advanced

software concepts and the rapid developments in hardware

technology enable us to employ graphical programming methodology

for simulation models on work stations and some high-end personal

computers. It has been suggested that with the advent of

parallel computers, future simulation environments can be built

on the object-oriented paradigm in which concurrency will be a

natural extension, (Jefferson, 1984 and Unger, 1987), increasing

the efficiency of such programs many fold.

Smalltalk-80 (Smalltalk) is one of the major object-oriented

programming languages, (Goldberg and Robson, 1983). Everything in

Smalltalk is an object organized as an instance of a class.

Classes are arranged in a tree structure with each class having

exactly one parent class. The root class of the tree structure is

"Object". A subclass inherits all the variables and methods of

parent class recursively. Simulation in Smalltalk is facilitated

with the use of a set of abstract object classes. The prorammer

uses some of these classes directly or may extend them with more

specialized features through creating their subclasses. In a

simulation study, a set of instances of these object classes are

created to act according to the behavior patterns ascribed to the

objects in the particular simulation situation. SmalltalK

provides excellent support for discrete event simulation with its

reusable general and simulation rel-ted classes, and with very

powerful coding and debugging tools leadi;ig to high productivity

in writing and modifying existing simulation applications. This

same conclusion has also been reached by several other

researchers, (Knapp, 1987; Bezivin, 1987; Ulgen and Thomasma, 1986).
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Here, the Smalltalk language is selected as the computer language

for the development of protype graphical programming methodology

for the IMDE.

III. GRAPHICAL PROGRAMMING OF SIMULATION MODELS

Visual interactive simxrn±ation (VIS) is a term that has been

,ised in connection with a simulation program which has features

for graphical creation of simulation models (Graphical programming),

dynamic display of the simulated system (Visual Output) , and the

user interaction with the running program (User interaction),

(O'Keefe, 1987; Hurrion, 1986). See Figure 1. In a graphical

programming facility, a simulation model is created visually on

the screen in an interactive and exploratory style. The Visual

Display facility portrays the dynamic behavior of the system

components on the screen usually as animated graphs. The User

Interaction facility allows the user to interact with the running

program. Interaction can be such that the simulation halts and

requests information from the user, or the user stops the

simulation at will and interacts with the running program.

Recent research attributes various observed benefits to Vj.S,

(Hurrion,1986; O'Keefe, 1987; Sargent, 1986; Ozden, 1988; Browne

et al. 1986).

Simulation modeling is a ccmplex task demanding both the

creativity of the modeler and good support tools of the

development environment. Briefly, it involves translation of some

abstract problem view as conceptualized by the modeler into a

computer program which is executable by the computer. In term of

the simulation methodology that views the world as entities and
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resources necessary for their activities, the modeler first needs

to identify and form a conceptual system as a collection of

simulation objects with their data structures and methods. The

entities, called "simulation objects" here, are defined as any

object that has a process to execute in the simulation model.

During execution of activities of a process, resources may be

consumed or simply needed by some activities, and/or resources

may be produced at the end of some activities. Therefore, the

resources in a simulation model serve to restrict and synchronize

the activities of the simulation objects as closely to their

natural setting as possible. The objects and resources may have

real counter parts in the simulation problem or they may be

abstract or imaginary to fashion the desired effects.

In this object-oriented simulation environment where the

domain independent and domain dependent object classes exist

together, simulation modeling amounts to creating the application-

specific classes and the instances of all relevant object classes

at the appropriate simulation time. The behavior pattern (process)

of a simulation object is defined in terms of the methods which

reside within the object and send proper messages to the other

simulation objects. Although existence of abstract simulation

object classes with the generic data structures and methods is

very convenient for modeling, it still entails a considerable

programming job to define the application specific classes and

objects with correct processes in tr...s of the underlying

programming language, i.e., in our case, a good deal of working

knowledge with the underlying Smalltalk language is necessary.
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With the graphical programming facility, the user would deal with

the underlying language indirectly in an easier and more natural

form. By means of graphs, icons, menus, windows and forms, a

graphical programming interface guides the user in model

specification in a structured and interactive form minimizing

programming errors. The user can explore additioal features of

the problem easily and increase the complexity of the model

incrementally at will. When desired at any level of the model

development, the abstract representation of the problem at hand

can be interpreted and executed automatically.

The graphical programming approaches currently used by

simulation languages can be classified in three groups:i) Network

and block diagrams; ii) Icons, menus, forms and windows;

iii) Dialogs and tree structured menus. These systems are

described in the following sections.

Network and block diagrams have been used as a modeling and

communication tool in conventional simulation languages, such as

GPSS, SLAM, and SIMAN etc. Here, the activities of the simulation

entities are described by a sequence of blocks or a network of

nodes. But these are language-dependent representations and

usually the number of blocks or nodes may be quite large, (e.g.,

over 60 for GPSS). So the modeler's job is to find the right

sequence of triese macro elements with the correct parameter

assignments. This is far from being a straight forward task for

many real-life simulation problems. Some problems may even

require some external subroutines to be written in another

programming language due to the restrictive programming features

of these simulation languages.
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The programming language interface with icons, menus, forms

and windows has originated from artificial intelligence research

because of its crucial need for friendlier programming environment

for the type of problems studied. Some object-oriented languages

extensively employ this convenient form of interface in which

flexible, and reusable codes must be browsed and modified

frequently in an interactive mode. In simulation, this type of

programming style has recently been used in specific application

areas of queueing networks, such as computer performance

evaluation or manufacturing, (e.g., Melamed and Morris, 1985;

Browne, et al. 1986; Sinclair et al. 1985; Duersch and Laymon,

1985; Stanwood et al. 1986).

Dialog-based programming is new in simulation. It has been

developed as a part of a simulation environment, (Unger et al. 1984;

Birtwistle and Luker, 1984). It originated from the idea that all

simulation programs can have a structured model specification

regardless of the application area. Therefore, a generic

structured dialog with the user can be prepared beforehand to

obtain the necessary information for any simulation model. A

different dialog style programming was also developed for

simulation in a restricted area by Ingalls, 1986. Here, the

dialog is based on a set of menus structured in the form of a

tree. The user chooses a path for model specification starting

from the root of the tree toward the lower branches by picking up

his choices from menus.
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IV. THE PROPOSED GRAPHICAL PROGRAMMING METHODOLOGY

The role of the graphical programming in a simulation study

is depicted in Figure 1. Ideally, a good graphical programming

methodology is expected to meet the following criteria when used

in a simulation environment:

a) It should facilitate easy use of the simulation environment;

b) The graphical programming scheme should itself be easy to use;

c) The modeler's productivity should be increased;

d) It should minimize programming errors;

e) It should enhance easy visualization of the conceptual problem;

f) It should serve as a good coomunication medium for people.

These criteria are certainly not in conflict with one another,

and an improvement in one may very well mean betterment of others.

Specifically, the earlier exploratory reLearch at AFHRL/LRL

has identified the following facilities necessary for the

graphical programming component of the IMDE :

a) A graphical programming editor that will create new

object classes and graphical elements (icons, menus and forms

etc.) to be stored in the simulation "library" and edit the old

objects from the library and the simulation applications saved in

the form of graphical models. It will. have a "dictionary"

access to the library of objects. The dictionary could be for

most part iconic and organized in some hierarchical fashion for

easy access.
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b) A graphical model builder and interpreter that will

be used to graphically build simulation models with the existing

classes of simulation objects in the environment and automatically

translate graphical models into computer executable programs.

c) View builder. The style of model development in this

environment will be mostly exploratory and incremental. The

objects and their interactions as created in part (a) should be

able to be viewed graphically in a static and dynamic manner

(e.g., as activity cycle diagrams). When the programs are run,

the simulation with different display views should be able to be

observed to facilitate verification of the model created so far.

The display views may be created on the process of a selected

simulation object with some kind of indication for the currently

active activity (for example, reversed video), and at a desired

speed the progression of its process can be observed dynamically.

Also, display views may be created for the selected resources in

order to observe th queues of simulation objects in front of

them dynamically.

V. GRAPHICAL MODEL BUILDER AND INTERPRETER

In the analysis phase of a simulation study, graphical

representation of a simulation problem is a very useful

conceptualization and communication medium between humans. It

can also become an important communication framework to specify

simulation models to the computer. It is desirable that the

graphical representation formalism be a simple, high-level system

abstraction so that it enhances understanding and
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conceptualization of simulation problems. But at the same time,

it should have powerful conceptual features to be able to model

all possible simulation situations. That is, on one hand it

should contain all the concepts that are essential to represent

all the logical relations and behavioral aspects of simulation

objects that may exist in a simulation problem and on the other

hand, the number of graphical tools representing these concepts

should be small and high-level enough for easy human

comprehension and use. The graphical representation scheme should

not directly deal with the low-level concepts related to the

simulation world views or underlying computer language. Once the

main logical and structural representation of a simulation

problem is accomplished, other necessary information, such as

the input data related to a particular experimental run, can be

obtained automatically from the user in some interactive form of

communication.

In a simulation model, we can define mainly two types of

simulation objects (SO) : permanent simulation objects (PSO) and

temporary simulation objects (T.O) . The SOs undertake a

collection of activities as they play the roles of their dynamic

behavior in simulation model. An activity is defined as any

operation of a SO that takes some simulated time and during this

time, it may require cooperation of other SOs, and may utilize

and/or produce some amounts of certain resources. A SO may be

either in an idle state waiting for other SOs for activity

synchoronizati.on, or tor the needed resources to become

available, or in a busy state, possibly tying up the resources

and other SOs for the duration of an activity. A PSO repeats its
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process to the end of some prespecified time (usually to the end

of simulation), after entering the simulation environment at a

specified time. There is usually a fixed number of the same kind

of PSO in a simulation model. A TSO, however, arrives at the

simulation environment randomly and executes its process and

leaves the environment. Therefore, the number of TSOs in a

simulation environment at a given time is a random variable.

Activity-Cycle Diaqrams

In this research, we propose a modified version Activity-

Cycle diagrams (ACD) as the graphical representation formalism.

Basically, ACDs are directed networks of activities which have

special features to represent essential simulation concepts, such

as activity synchorization, resource utilization and production.

ACDs are language independent, high-level graphical abstractions

of stochastic systems that turn out to be extremely powerful

graphical representation tor simulation models, as also found to

be the case by other researchers (e.g., Rodrigues, 1988;

Birtwistle, 1979; Pidd, 1988).

In an ACD representing the behavior of a SO, the connections

between activities may be a deterministic direct connection, or a

conditional or probabilistic branching type. Also an activity may

be initiated at completion of any of several activities

independently. Figure 2 shows the primary elements of the ACDs

adopted here.

An activity cannot start before the simulation object

acquires the necessary resources and/or coopts other needed

simulation objects that are indicated by the entering arrows at
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the top of the activity box. When an activity is completed, some

resources may be produced and/or some simulation objects may be

released. These are represented by the arrows leading out of the

bottom of the activity box.

For a PSO, the process cycle is repeated continuously as

represented by the closed loop of activity flows in its ACD. But

for a TSO, the process is concluded at the last activity and

therefore the activity flow is sequentially.

In the following section, we will describe a logistics

support problem that is consequently represented as ACDs.

A Logistics Support Problem

This problem is a modified version of a simulation problem

taken from Prisker, Sigal and Hammesfahr, 1989. It is a support

process for an hypothetical air transportation system. Airplanes,

choppers and a maintenance facility are the main features of this

system. Airplanes use sophisticated equipment (boxes) that are

necessary for their missions and these boxes have random service

lives at the end of which airplanes are forced to end their

flights and go under a repair process at the maintenance

facilit , Choppers that develop troubles frequently also use the

facility for emergency service, and can be repaired in a

relatively short period of time by a repairman. For the

maintenance of airplanes the same repairman diagnoses the

problem to a faulty box (discovery period) then he removes the

box from the airplane. If a spare box is available the repairman

can install the good box onto the airplane right away and the

airplane can return to flight when a pilot becomes available. The
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faulty box is repaired in the maintenance facility using a

sophisticated testing machine and finally delivered to the spares

room for the future use.

Many decision parameters exist in this simple logistics

support problem that can be studied using a simulation model.

Operational readiness of the airplanes and choppers is affected by

the performance of the maintenance facility, by the number of

spares, the fleet sizes of airplanes and chopers, and many other

parameters which relate to how fast certain activities can be

accomplished. Modeling of this simulation problem requires first

analysis of the problem to define the necessary simulation

objects and their processes for the object-oriented simulation.

and then representation of stochastic behaviors of these relevent

elements into a correct computer program that will simulate the

system to a desired level of details. In the following section,

the graphical representation scheme (ACD) will be presented.

Representation of the Logistics Support Problem as ACDs

As it is the case with almost all kinds of models, there may

be several ways that one can visualize a simulation problem in an

ACD representation depending on the problem conditions, goals,

and the level of details desired. The desirable form should be

the one that represents the problem the most natural way in its

physical setting. The first question to be settled in drawing ACD

diagrams of a simulation problem is which objects will be defined

as simulation objects and which as resources. We can offer some

guide-lines to help distinguish between formulation of simulation

objects and resources. Admittedly, sometimes these are not as
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definitive as to become rules and modeling feat is still mostly

an art form that heavily relies on the modeler's imagination,

analysis and design ability as well as the conditions and goals

of the simulation problem at hand. In general terms, it is

important to note the following characteristics associated

distincly with simulation objects and resources. A simulation

object is an active participant (actor) that has a certain

process to carry out in the simulation scene. On the other hand,

a resource is passive (accessory) in that it is needed in certain

quantity in execution of some activities, but it is not possible

or desirable to give any structural order to these activities in

the form of a process. For example, the repairman in the above

problem takes place in several activities of several simulation

objects in a random order on the basis of the first-come-first-

serve principle. Therefore, resources restrict and regulate

activities of simulation objects.

In the logistics support problem, one can clearly identify

the airplanes as PSOs, the choppers as TSOs, and the repairman,

the pilots and the testing machine as different types of

resources. But, how are we going to treat the boxes ? They could

be treated as a PSO type that is coopted by the airplanes during

their flights, discovery and removal activities and then they go

under repair and delivery operations individually. In this form,

each box could be allowed to have more individualistic behavior

that miqht be useful if there were several types of boxes. Thus,

each type of box might, for example, mean a different type of

flight mission for the airplanes and possibly a different type of
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repair process for the maintenance f&-ility.

As the additional information on the logistics support

problem introduced above, we imagine that there is a physical

maintenance facility into which airplanes have to be moved in

order to diagnose their faulty boxes and due to various reasons

such as magnetic disturbances, the maintenance facilitiy is

available either for an airplane for diagnosis and removal of the

box, or for repair of a faulty box, but not for both

simulataneously. Since we are dealing with some generic type of

"box" here and not so much concerned with the identity of an

individual box, we will simply treat the box object as a type of

consumable resource and the maintenance facility as another PSO.

As such, one unit of box will be "consummed" in the beginning of

the installation activity of the airplane and one unite of box

will be "produced" at the end of the delivery activity of the

maintenance facility.

The ACDs of the logistics support problem are given in

Figure 3. An airplane object repeats its process which is

composed of "flying" and "installing" activities during the

entire simulation period. Note that for easy identification, the

activity names are chosen as the verbs with the "ing" endings to

describe the action. For flight of an airplane one pilot is

needed as resource. At the end of flight because of a failed box,

the airplane releases the pilot and is coopted by the maintenace

facility for discovery and removal of the faulty box. These two

activities will be carried out in a coopted manner between these

two simulation objects and they will need one repairman. After

the removal of the faulty box, the airplane ruturns to its own
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activity of box installation. When one good box and one repairman

are available, the airplane object starts its installation

activity and releases the repairman at the end of this activity.

If a good box is not immediately available it has to wait for one

produced by the delivery activity of the maintenance facility.

After the faulty box is removed from the airplane it is repaired

in the maintenance facility using the testing machine. Then,

"delivering" activity produces one good box and the process of

the maintenance facility starts all over again.

Note that the synchronized activities, "discovering and

removing" beetween the airplanes and the maintenance facility

take place only in one place: in our case, as the part of the

maintenance facility ACD. This means that only one airplane can

be served at a time and the entire facility will be closed to new

airplanes until a good box is produced by the last delivery

activity since the maintenance facility will. be able to attend to

one activity at a time.

Choppers have a very simple single-activity process for which

the repairman must be captured. The repairman is released when

the "fixing" activity is completed and becomes available for

other simulation objects.

The ACDs shown in Figure 3 form the main activity structures

of the SOs and their logical relations. Additional necessary

information (e.g., about the entrance times of the SOs, the

amount of resources available, etc.) is obtained from the modeler

in a dialog style during the constructions of these ACDs.

As mentioned earlier, it is extremely easy for the human
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beings to understand and analyze simulation problems in the

simple ACD formalism. And at the same time, it is also quite

straight forward to build ACDs interactively and to have them

interpreted into computer programs automatically. Another benefit

of ACDs comes at the stage of verification and validation of

simulation models when the events can be observed in these same

ACD display in an interactive mode.

In ACD representation, the process of a simulation object is

composed of a special directed network of activities and each

activity is described with a fixed set of attributes: resource

needs, coopted simulation objects, duration of the activity, the

resources and other simulation objects to be released at the end

of the activity, and finally the name of the next activity to be

activated. In addition, some information related statistical data

collection may be requested. All this information can be

requested from the user automatically in a cyclic manner one

activity after another. The regularity in definitions of the

activities which basically form the activity-cycle diagrams

occurs across all problem instances and has been exploited

successfully to interprete general types of simulation problems

into computer programs.

As defined earlier, a SO is either a permanent or a

temporary object in the simulation model. A PSO repeats its

process continuously during simulation, and a temporary SO leaves

the simulation model when its process is completed. The only

additional information that needs to be requested for a TSO is

related to the time period spent outside of the model, i.e., the

interarrival time. For permanent SOs, the number of same type of
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objects to be engaged in the simulation model must also be

supplied as a model parameter.

Building Activity-cycle Diagrams Interactively

Here, we will describe an efficient interactive way of

bui-ding ACDs using our protype program called GraphSIM

(Graphical Simulation Modeling) in the Smalltalk-80 environment.

Smalltalk is a graphically oriented language which frequently

utilizes the three-button mouse for programming. In Smalltalk

terminology, the leftmost, middle and rightmost buttons of the

mouse are referred to as the red (RB), yellow (YB) and blue (BB)

buttons, respectively. When these buttons are clicked in certain

"hot" regions (windows) of the screen, the Smalltalk usually

answers with pop-up menus and by selecting the choices the user

invokes certain operations, such as creating a system browser or

executing a selected statement, etc. In the GraphSIM, the same

mode of communication is used extensively.

In order to create the GraphSIM environment, one needs press

the BB of the mouse in the clean part of the screen and select

the choice "run GraphSIM" from the menu of a pop-up window. As

a result of this action, the GraphSIM window will be constructed

on the terminal screen by the computer as shown in Figure 4. The

GraphSIM window is a composite window which is composed of mainly

three areas: the top part of button windows is reserved for

execution control of an existing simulation model;, the middle

section is for interactive construction of ACDs and is composed

of four subwindows for simulation objects, resources, activities

and activity elements, respectively; the bottom section is only
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for pictorial display of ACDs. The top and middle sections of the

GraphSIM window are hot areas in that they respond to the RB, YB

and BB buttons of the mouse. The bottom section is passive in

this respect. As any other standard system windows in Smalltalk,

the GraphSIM window can be closed, framed , moved or collapsed at

any time by the blue-button commends. The input-windows of the

GraphSIM respond to the YB by creating different pop-up windows

in the different regions, some of these pop-up windows are shown

in Figure 5.

The graphical construction of ACDs for a simulation problem

in the GraphSIM window is carried out in the follwing steps:

1) When the YB is pressed in an empty or unhighlighted SO-

window a pop-up menu presents two choices as to adding a new SO

or inspecting the simulation model. The second choice takes the

user to the underlying simulation environment in Smalltalk to

inspect the instance of the object called SimulationModel and it

is therefore for a sophisticated user only. But when the first

choice is picked, the user is asked about the name, the entering

time of the new SO in a special pop-up, fill-in-the-blanks

window. Consequently, the user is asked whether the SO is a

permanent or temporary SO. If the user says it is permanent, he

number of such objects to be introduced into the simulation model

is requested. Otherwise, the interarrival time distribution for

the temporary SO will be requested.
This se _ process of questioning will be repeated

automatically for the new simulation objects until the user

responds with a blank entry as the name of the SO.
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2) Next, when the YB is clicked in the resource window, the

user may choose to add a new resource or do nothing as the menu

of a pop-up window. For addition of a new resource, the user is

questioned about the name and quantity of the resource in two new

pop-up, fill-in-the-blanks windows. The name of new resource is

entered into the resource window at this point after typing the

required information. Information for additional new resources

will be requested automatically until the user responds with a

blank resource name. After completing resource definitions the

GraphSIM is ready to extract informations related to the process

definitions of SOs.

3) In the SO-window, a SO name is highlighted when the RB is

clicked on a So objec If the YB is pressed when a SO is

highlighted the user is asked whether activity descriptions are

desired for the selected SO. This same point of entry can also be

reached by selecting the appropriate one among many other choices

in a menu that pops up when a SO name is highlighted in the SO

window and the YB is pressed in the activity window.

Subsequently, the user will be promted to name the

activities desired to be entered for the process of the selected

SO automatically using unique names one after another. Again, the

recursive nature of questioning will be broken when the user

errors a blank response as an activity name. At this point, the

user is asked whether further description of each activity

entered hence is desired. If the response is positive the

communication continues as in the following step.
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4) Coming from the previous step directly, or selecting the

appropriate entry in the YB pop-up menu of the activity window

when the SO name is highlighted, the GraphSIM repeats a sequence

of questions requesting information about the attributes of each

activity that has been entered as the process of the selected SO.

The first question asked about an activity is related to

whether recording a time period starting in the beginning of the

activity for the purpose of output data collection is desired: if

positive, the user is then asked at the end of which activity of

the selected SO this time period will end and what the step size

for the histogram representation will be. Next, the user is asked

repeatedly whether the activity needs any resources until the

response is "no"; if positive, the needed resource is icentified

from menu of the existing resources known by the GraphSIM and the

quantity of the resources to be acquired in the beginning of the

activity is requested.

After the resource information, the user is then asked via a

pop-up menu whether coopting another SO is necessary for

execution of this activity. If coopting is not necessary for the

current activity, the user picks up "skip" from the menu. If

coopting is the case, the coopted SO is picked up from a menu of

the existing SOs known by the GraphSIM. Then, the user is asked

to identify the activity of the coopted SO, at the end of which

the SO will be coopted. Subsequently, he will be asked to

identify the activity of the coopting SO at. the end which

coopting will end and the coopted SO will return to its own

process. One important point in the definition of activities of

SOs is that the activities of the coopted SOs have to be defined
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before the related coopting SO's. Thus, all the information about

the coopting operation is requested at one point, that is, in

describing the coopting SOs.

The last piece of information that needs to be supplied is

about the probability distribution for the activity duration. The

user is asked to pick up the appropriate distribution fyom a pop-

up menu of distributions available in the simulation environment

and is then asked to fill in the blanks in a pop-up window for

parameters of the selected distribution.

5) After defining the attributes of all the activities of a SO,

what is left to be done in completing the process network is to

identify the connections among these activities. This also can be

thought of another attribute of an activity which points to the

next activity to be started upon its completion. Currently, only

sequential connections are allowed in the GraphSIM. Probabilistic

or state dependent branching at the end of activity is left for

the future development of the GraphSIM. For the purpose of

defining these sequential connections, if the YB is pressed in

the activities window when a SO is hxghlighted in the SO window,

a pop-up menu with many choices appear. The choice "next accivity

automatically" picked up from this menu will do the job of

connecting all the activities sequentially.

6) For processes of TSOs, we don't need to do anything else

since these objects will leave the simulation model upon

completing their last activities. However, for the permanent SOs

we have to identify to which activity the process will return
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after the last activity. For this purpose, after highlighting the

SO and its last activity in the SO and activity-windows

respectively, the choice "next action" is highlighted in the

activity-elements-window. Then, when the YB is pressed in the

activity-elements-window and subsequently "add" is selected from

the resultant pop-up menu, another menu of all activities of the

highlighted SO will be displayed. The appropriate next activity

should now be selected from this menu.

Note that now the ACD diagram of the selected SO also

appears in the graphical display-window whenever an SO is

highlighted in the SO window. Figure 6, 7, and 8 show the GraphSim

window for the three SOs of the logistics problem.

7) We can run the simulation model directly from the GraphSIM

window. If the RB is clicked on the Start-Simulation window

the user is promted for the simulation period, and consequently

the simulation starts. When the simulation ends, the hot windows

start responding to the mouse actions. The output data will be

printed on the System Transcript window when the RB is clicked on

the Finish-Up window. The output histogram for airplane flight

times for the logistics problem is shown in Figure 9.

VI. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

The GraphSIM meets all of the requirements laid out for a

good graphical programming facility in Section 4. The ACD

formalism is extremely easy and intuitive for simulation problems

and takes little time to learn. Therefore, it also proves to be

beneficial as a communication medium for the modeler, user and

managers who are all interested in the different aspects of
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simulation models. It is clear is that "seeing" and easy

comprehension of the simulation models make believers out of

everyone involved in the use of the software.

At the present stage of this research, the prototype system

developed for the graphical model builder and interpereter

clearly demonstrates that automatical programming of simulation

problem is possible once a concise high-level conceptual

representation of the problem is at hand. However, this prototype

system is not complete in the sense that the branching and

confluence type of connections among the activites are not

allowed. At present, only the sequential type of connections are

possible and this limits the modeling power of the GraphSIM. For

this purpose, a probabilistic or state dependent branching must

be included as another feature of the activity objects. Further,

the multiple copies of the PSOs are not currently permi .ed even

if the request does. not create a terminating error. On the other

hand, some other type of errors that may result from, for

example, trying to edit already existing elements of activities,

cannot be handled easily by the novice user. Therefore, the

GraphSIM is not considered a robust programming environment, yet.

But all these can be remedied easily in piece-meal with

additional programming development, or all at once with addition

of a graphical programming editor to the GraphSIM. We currently

opted for the second option and in the near future, the GraphSIM

will be expanded to include the facilities for a graphical

programming (model) editor and view builder as described in

Section 4.
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Another line of research that will be followed is to enrich

the modeling capability of the GraphSIM with additional high-

level concepts for complex real-life systems that demand more

expressiveness on the part of the modeling system. Currently, the

GraphSIM is able to handle resource utilization/production and

activity synchronization for the simulation objects. This is

sufficient for modeling most common simulation situations. But,

for the problems that require complex interactions among the

simulation objects, other high-level concepts are needed as

modeling tools to represent the possible complex situations

easily and explicitly.

For example, a simulation object may carry out concurrent

activities as a part of its process (i.e., and-branches or

concurrence concept); or a team of simulation objects may be

needed to undertake a certain type of mission as a group under

certain circumsantances and they carry out their usual processes

individually at other times (coherence concept); or, disruptions

may occur causing a certain simulation object to be permanently

or temporarily disabled at any of its activities due to a random

or state-dependent events (distruption concept); and eventually,

the concept of intelligent simulation objects that are capable of

making their own decisions should be developed to deal with

abundant decision situations that arise- frequently in simulation

problems. (e.g., see (Ozden, 1989) for the intelligent simulation

objects).

Another research study should be directed toward the

computational efficiency of simulation programs in the object-

oriented environments. While we were developing the G* ahSIM
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system, our main concern was not to create an efficient

programming environment. So a lot of improvements in object class

definitions can still be incorporated into this prototype system

to increase the execution speed significantly. But major gains in

this respect can be expected from the object-oriented languages

that take advantage of the RISC and parallel processing

technologies in the future. The earlier research efforts in the

literature show a good prospect for the object-oriented

languages.
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REFINEMENT CONSIDERATIONS FOR AN

ADVANCED INSTRUCTIONAL DESIGN ADVISOR

by

Jonathan Michael Spector

ABSTRACT

The Advanced Instructional Design Advisor (AIDA) is a system

currently being designed by AFHRL/IDC to provide automated

and intelligent assistance to Air Force instructional

designers. AIDA is intended to alleviate the difficulties

and expenses of designing effective instructional materials

given the complexities of advanced hardware and software

technologies, the variety of instructional settings, and the

relative naivete of instructional designers. In order to

design an effective set of tools, several critical issues

need to be resolved, including the identification of useful

instructional models and taxonomies of knowledge, a

determination of the role for artificial intelligence in

AIDA, and an analysis of instructional design requirements.

This research effort represents a first attempt to address

such critical design issues for AIDA.
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I. INTRODUCTION

The instructional process involves three major phases: 1)

front-end analysis (FEA), 2) design, development, and

delivery (DDD), and 3) rear-end analysis (REA).

Instructional Systems Design (ISD) has been used by the Air

Force to guide progress in all three phases, although its

usefulness is somewhat limited since it provides little

specific or detailed guidance at any phase. ISD does

provide a general guideline cf steps to follow in designing

and developing instruction, and this general guideline will

most probably be retained in some form in whatever advanced

systems are developed.

Phase 1, FEA, includes an analysis of instructional

requirements and the design requirements for the

instructional solutions, including requirements for various

courses. Phase 2, DDD, is where the primary course-level

and lesson-level planning, development, and implementation

occur. The work done in DDD is intended to comply with the

instructional requirements of FEA. Phase 3, REA, is

basically an .analysis of how well the results of DDD met the

requirements of FEA. .The boundaries between these phases

are not always sharply drawn, and the phases do not always

occur in a linear or chronological order. Sequences are

usually cyclic and somewhat irregular.
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These three phases roughly correspond to the six steps in

the classical waterfall life-cycle model of software

development: analysis, design, implementation, test, and

maintenance (Fairley, 1.985). As is the case with many

software development efforts, the first and third phases

(FEA and REA) receive minimal attention in the instructional

design process. It is an all too common problem to become

absorbed with the details of DDD and to short-circuit both

FEA and REA. A rational and balanced approach distributes

the effort among all three phases. One of the goals for

AIDA is to provide a full range of automated and intelligent

tools to assist in all three phases of ISD.

As advances in both hardware and software technologies have

occurred, courseware designers have naturally wanted to

incorporate a wider range of materials, including graphics,

video, and sound, in a much more complex computer

environment. As a consequence, many persons with many

different talents and skills are involved in the ISD

process, especially in the DDD phase. For example, if we

imagine an instructional design effort for a computer-based

instructional (CBI) system, we immediately see a need for

subject matter experts (SMEs), instructional designers,

production specialists (e.g. video specialists), and system

specialists (i.e. those knowledgeable about the particular

computer hardware and software systems being used). As the
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number of specialists increases, it is reasonable to expect

course development time, costs, and quality to increase. As

the complexity of the development and delivery systems

increases, we again have similar expectations about

development time, costs, and quality. A major challenge in

designing AIDA is to design a -system that reduces course

development time and costs and yet contributes to course

quality and effectiveness.

In the summer of 1988,. the Air Training Command issued a

Manpower, Personnel, and Training Need (MPTN) citing a

lack of effective CBI deployment and proposing the

development of specifications and guidelines for effective

authoring and presentation complete with instructional

strategies. AIDA is being designed by AFHRL/IDC in response

to this MPTN; The current design effort is being done under

AFHRL/IDC Task Order Number 0006.

The preliminary conceptual work was done as part of my Air

Force Summer Faculty Research at AFHRL/IDC in 1988 (Contract

Number F49620-87-R-0004). The expectation is that a

p.cototype system will be built (possibly in FY '90)

acccrding to the design requirements currently being

developed.
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II. OBJECTIVES OF THE RESEARCH EFFORT

The basic objective of this research effort was to assist

AFHRL/IDC in the refinement of the design for AIDA. The

original proposal included as specific objectives the

following: 1) an evaluation of SOCRATES, a system developed

and used at the Air Univeristy's Air Command & Staff

College, 2) a description of useful instructional models, 3)

a description of an instructional model selection algorithm

to match learning objectives, knowledge types, instructional

settings, and instructional strategies, 4) a modular

description of AIDA, 5) participation in the formal review

of the design requirements for AIDA, and 6) an evaluation of

other research and development efforts in this area.

Those specific objectives were modified to comply with

current efforts in AFHRL/IDC and in accordance with guidance

from Dr. Scott Newcomb. During the period of this research

effort, AFHRL/IDC's emphasis shifted from the developmental

oto the theoretical (it has recently shifted back to the

developmental). As a consequence, this effort focused on

three specific objectives: 1) an analysis of the current

state of the science of instructional design, including on-

going research and development efforts, 2) an analysis of

the role for artificial intelligence in AIDA, and 3)

participation in the design requirements kick-off meetings.
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III. PROBLEM AREAS EXPLORED

In order to achieve the revised research objectives and to

support AFHRL/IDC's efforts to refine the design of AIDA,

several different problems were evaluated. In determining

the current state of instructional design science, two

problem areas were explored: 1) Can theories of knowledge,

learning, and instructional design be meaningfully

integrated?, and 2) What theories are existing instructional

design systems incorporating?

In order to determine the role for artificial intelligence

in AIDA, again two problem areas were explored: 1) Is there

a role for expert systems in the ISD process?, and 2) Is

there a role for neural networks in the ISD process?

In order to provide support for AFHRL/IDC's current efforts

under Task Order Number 0006, two additional problems were

explored: 1) What kind of consultants should be involved in

the design effort?, and 2) What specific tasks should* be

assigned these consultants?

IV. RESEARCH ACTIVITIES

With regard to the two problems in the area of determining

the state of instructional design science, there were four

research activities: 1) a review of current and classical
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attempts to integrate theories of knowledge, learning, and

instruction, 2) participation in the 1989 ITS Conference

hosted jointly in San Antonio by AFHRL/IDI and SouthWest

Research Institute, 3) participation in the ITS Workshop

held as part of the Software Engineering Institute's 1989

summer conference, and 4) participation in the Utah State

University Annual Summer Instructional Technology Institute

on "Using Artificial Intelligence in Education: Computer

Based Tools for Instructional Design."

With regard to the second set of problems in the area of

determining the role of artificial intelligence in AIDA,

there were two research activities: 1) a review of current

literature in the area of artificial intelligence and

instructional design, and 2) a presentation of "The

Theoretical Limitations of Neurocomputing" at the 1989

Jacksonville State University Neural Networks Lecture

Series.

With regard to the third set of problems in the area of

supporting AFHRL/IDC organize the kick-off meetings

associated with Task Order Number 0006, there were three

research activities: 1) pre-planning and coordination with

AFHRL/IDC in drafting documents pertinent to the meetings,

2) attendance and participation in the meetings, and 3)

presenting an analysis of the meetings to AFHRL/IDC.
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V. RESEARCH FINDINGS

The first set of research activities were an attempt to

determine the state of instructional design science.

Basically the activities involved a review of the relevant

literature and participation in a number of workshops and

seminars about state-of-the-art instructional design

systems.

In reviewing the literature an attempt was made to identify

explicit attempts to integrate theories of knowledge,

learning, and instruction. The only clearly integrated and

synthesized theory was found in the classical literature of

Plato's dialogues, especially the Meno and the Theatetus

(Jowett, 1871).

Plato's theory of learning is that learning is a process of

remembering what the soul has learned in previous

incarnations. Instruction then becomes a two step process.

First, cause the learner to become aware that he has

forgotten something important, *such as the meaning of

virtue. Then, by a series of analogies and reminders, draw

out of the learner what he has forgotten. One can see a

certain similarity between these steps as practiced by

Socrates and Robert Gagne's nine events of instruction,

which include gaining the learner's attention, informing him
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of the objective, stimulating recall, etc. (Gagne, 1985).

Plato's theory of knowledge involves two key aspects: 1)

knowledge involves certainty, and 2) behavior is a measure

of knowledge. Making the correct claims about virtue is not

sufficient to establish that one knows what virtue is. One

must also behave in such a way that it is obvious that one

understands the meaning of virtue, and, of course, Socrates

had very high standards. What is most interesting is to see

the behavioral component in this early view.

While I feel certain that most modern theorists will reject

certain aspects of this integrated theory (e.g. immortal

souls or infinite reincarnations), I also feel that the

integrated view is important. In the course of elaborating

advanced learning theories, we will need to take into

account a complete account of a person. It will not be

sufficient to examine just the brain or just behavior or

just verbal responses. One modern version of such an

attempt to provide a holistic and integrated account of

learning can be found in Michael Arbib's In Search of the

Person: Philosophical Explorations in Cognitive Science

(Arbib, 1985).

In examining current instructional design systems and the

development of CBI, several noteworthy items were
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discovered. First, the history of CBI reveals a bias

towards the DDD phase of instructional design. Little

emphasis has been given to FEA and REA. Within the DDD

phase, the historical trend has been to first emphasize

development and delivery and, almost as an afterthought, to

emphasize design.

Moreover, advances in technology have made possible the

incorporation of sophisticated graphics, video, and sound.

These added complexities have aggravated the ease-of-use

problems with CBI development systems. The design phase

has yet to receive adequate attention in terms of automated

tools and techniques (Montague, 1983). There are mouse-

driven graphics editors and the like, but there are very few

aids designed specifically to advise authors how best to

organize and deliver course materials in a computer-based

environment.

Roughly stated, what needs to occur with regard to

courseware authoring systems is to provide additional tools

to support the design phase of DDD and the other two phases

(FEA and REA), and to integrate all these tools in an easy

to use, intuitive system.

In response to the two questions posed in this area (Can

theories be integrated?, and What theories are being used?),
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it is possible to provide an integrated account of learning,

instruction and knowledge (Plato has done so), and modern

theorists typically do not make explicit the connections

between and among knowing, learning, and instructing. Those

theories currently being used include Gagne's Nine Events of

Instruction and Merrill's Component Display Theory.

The second set of research activities involved an

exploration of the role for artificial intelligence in

instructional design. This exploration followed two paths:

1) neural networks, and 2) expert systems, including

intelligent tutors. These are the two major areas of

artificial intelligence applications, so this was a natural

course to pursue.

While there is a great deal of current activity in the area

of neural networks, there does not appear to be any direct

or immediate application in the area of instructional

design. Neural nets are basically learning automata,

insprired by the workings of the human brain. Areas of

application include pattern recognition, speech recognition,

and robotics (Soucek, 1988).

The story with regard to expert systems is different,

however. Expert systems have become commerically successful

within the last ten years in a variety of domains. It is

119-13



possible to divide expert systems into two categories: 1)

Diagnostic systems that proceed from symptoms backwards

toward a relatively small set of causes, and 2) Planning

systems that proceed forward from a given set of

restrictions to a projected set of outcomes. In both types

of systems there is a similar overall architecture involving

a set of rules, a set of facts, and an inference mechanism

(Luger, 1989).

Early expert systems were written in LISP or PROLOG or

another high level computer language. The challenge for

computer science was to design effective inference

mechanisms. As algorithms for the match and apply phase of

the inference engines became more complex, higher level

tools were developed. For example, the RETE pattern

matching algorithm developed by Charles Forgy at Carnegie

Mellon University to match facts with the IF-components of

rules was incorporated in the OPS series of production

system development tools (Giarratano, 1989). There now

exist a number of expert system shell development languages

which hide the complexities of the inference mechanisms from

the user. The idea behind these tools is to make the

technology of expert systems available to domain experts and

require minimal knowledge of artificial intelligence and

programming. Examples of such systems include ART, EXSYS,

GURU, KEE, and Personal Consultant (Firebaugh, 1988).
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What should occur with courseware authoring systems is

exactly what has been happening with regard to expert system

development tools. That is to say, easy to use tools for

domain experts need to be developed.

In addition, incorporating expert systems into the

instructional design process appears both possible and

worthwhile, especially in a typical military setting where

the instruction designer has had little formal training in

the instructional design process. Diagnositic expert

systems have been successfully incorporated in the form of

intelligent tutors, which analyze student responses and

adjust courseware delivery in accordance with a diagnosis of

a student's (mis)understanding based on comparison with a

model of an expert's understanding. Intelligent tutoring

systems have been shown to be effective in specific and

restricted domains, but they are expensive to develop and to

implement (Wenger, 1987).

Another challenge is to develop expert system planners to

aid courseware designers develop consistently effective

course materials in a cost-effective and systematic manner

for a varet, of subject matter domains and knowledge types

(e.g. declarative, procedural, and causal). There are a few

intelligent systems to aid course authors design course

materials for declarative or factual knowledge types.
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For example, the Air University's Air Command and Staff

College at Maxwell AFB has developed a system called

SOCRATES, which is intended to assist subject matter experts

organize course material into effective lesson materials.

SOCRATES is based on Robert Gagne's nine events of

instruction and David Merrill's Component Display Theory

(Doucet, 1988). The Army Research Institute has been

funding a system developed by David Merrill at Utah State

University called ID Expert, which is an expert consultation

system for the design and development of instruction. Kent

Gustafson at the University of Georgia has developed a

system for Apple Training Systems called IDioM, which is

intended to provide support for the entire instructional

desigh process. IDioM is written in HyperCard and is

probably the friendliest and easiest to use system of those

mentioned. It is also one of the very few which

acknowledges the FEA phase of instructional design. IDioM's

intelligence is primarily restricted to the selection of

appropriate templates for instruction based on input

parameters, but this is one useful form of machine

intelligence, and it does automate the ISD process.

There are a few other systems under development, such as the

Alberta Research Council's Expert CML and the Navy's

Authoring Instructional Materials (AIM). The effectiveness
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of all of these systems has yet to be fully evaluated.

Furthermore, no system exists as yet to advise course

authors how best to design materials that involve multiple

knowledge types for a variety of subject matter domains and

instructional settings. Part of the challenge for AIDA is

to accomplish this and also to provide a full range of

automated tools to support all three phases of the

instructional design process in an easy to use, flexible,

intuitive system.

One of the most fundamental issues yet to be resolved is how

to represent (if it possible) the knowledge of experts,

specifically instructional design experts (Winograd, 1986).

Because expert systems are intended to emulate human experts

in the sense of producing results consistently similar to

those produced by human experts, it will be necessary to

identify human experts in the area of instructional design

and to measure the effectivenss of automated design tools

against the effectivenss of those experts.

My answers to the two questions about the role for

aritifical intelligence are obvious: 1) There is a role for

expert planning systems in the instructional design process,

and possibly a role for an intelligent tutor to teach

instructional design, and 2) There is no immediate role for

neural networks in the instructional design process.
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The last set of research activities involved supporting

AFHRL/IDC plan and coordinate the kick-off meetings for Task

Order Number 0006. For a complete analysis of the results

of this process see Appendix A.

VI. RECOMMENDATIONS

My basic recommendation to AFHRL/IDC is that it is

definitely worth continuing with the design and development

of a prototype AIDA system. In addition, I agree with the

analysis of the consultants recruited by Mei Associates for

Task Order Number 0006 that it is now time to shift the

emphasis back to the less theoretical and more practical

design and development issues. The need for a guiding and

coherent theory is obvious, but the design and development

of AIDA need not await the validation of such a theory.

Indeed, AIDA is intended partly as a tool to use in refining

and integrating theories of knowledge, learning, and

instruction.

I also recommend that AFHRL/IDC not abandon attempts to make

AIDA an intelligent system. There appears to be no

immediate role for neural networks in AIDA. However, there

are potential roles for a number of expert system planners

throughout the ISD process.
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With regard to prototyping (not immediately pressing, but

soon to be of concern), I recommend that consideration be

given to developing the prototype using an object-oriented

design/hyper-media development system such as HyperCard on

the Apple MacIntosh or NextStep on the NeXT computer system.

The prototype system need not use the same hardware or

software as the final target system. The critical choices

for a prototype development system are cost and ease of

development effort. The point of the prototype is to

illustrate the functionality of the proposed system in an

effort to prove the concept is workable. It should be noted

that adoption of this prototyping recommendation involves

abandoning the Instructional Support System (ISS) as a test-

bed delivery system for the prototype.
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APPENDIX A: AIDA PROGRESS REVIEW

DATE: 10 AUGUST 1989

CONTRACT: F33615-99-C-0003 (SBA 18810059)

TASK NUMBER: TASK ORDER 0006

TASK TITLE: SPECIFICATIONS FOR AN ADVANCED INSTRUCTIONAL

DESIGN ADVISOR (AIDA) FOR CBT

1.0 INTRODUCTION

The purpose of this report is to review progress to date on

the Advanced Instructional Design Advisor (AIDA) per Task

Order 0006. The scope. of Task Order 0006 is to refine and

document the concept and functional specifications for AIDA

as the basis for a subsequent prototyping task. The

opinions expressed herein are solely those of the author;

while every effort ha. been made to be accurate in reporting

the substance of the meetings, it was necessary on occasion

to draw conclusions and make inferences. Please advise the

author of any errors, oversights, or confusions, so that

appropriate corrections can be made in subsequent reports.

The primary contractor for this task is Mei Associates, Inc.

with Dr. Albert Hickey serving as project manager. Mei

Associates has identified and recruited the consultants who

will perform the primary research associated with the task.
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Ite general approach proposed by Mei Associates is to assign

selected consultants specific research objectives and to

xmring the group together periodically to review, refine, and

integrate the findings.

The consultants recruited by Mei Associates for this task

are Dr. Robert Gagne, Dr. Henry Halff, Dr. David Merrill,

Dr. Harold O'Neil, Dr. Martha Polson, Dr. Charles Reigciuth,

and Dr. Robert Tennyson. Drs. O'Neil and Reigeluth will

serve as reviewers and critiquers, while the other

consultants will be responsible for analyzing the results of

research that is believed relevant to the design and

development of AIDA.

The kick-off meeting was divided into three parts due to

prior commitments and conflicts in schedules of the

participants. This report is a review and analysis of the

three part kick-off meeting.

2.0 KICK-OFF (PART I)

Part I of the kick-off meeting was held at the Mei

Associates Corporate Offices in Waltham, MA on 6 July 1989.

In attendance were Dr. Peng-Siu Mei (President of Mei

Associates', Dr. Albert Hickey (Mei Associates Project

Manager), Mr. Leonid Altschul (Mei Associates Software

Engineer), Dr. Robert Gagne (Consultant), Dr. Scott Newcomb

(AFHRL/IDC Branch Chief), Dr. Daniel Muraida (AFHRL/IDC AIDA
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Project Manager), and Dr. Michael Spector (AFHRL/IDC

Visiting Research Associate).

The meeting focused primarily on three activities: 1)

reviewing the history and status of the AIDA project, 2)

reviewing the statement of work developed by Mei Associates,

and 3) developing an agenda for Part II of the kick-off

meeting. AFHRL/IDC was primarily responsible for the first

activity, which was basically a review of the project since

its inception during the summer of 1988 with an emphasis on

its current direction and status.

The second activity was a detailed review of the statement

of work associated with this task. Several modifications

were made to the initial statement of work. It was decided

that there was a need for only two reviewers/critiquers;

Drs. O'Neil and Reigeluth were selected to serve in this

role. It was also decided that this task was best divided

into two parallel cycles. Each cycle would involve specific

research/review assignments. Each cycle would consist of

two meetings: 1) a design meeting to discuss the current

status and to make specific assignments, 2) and a review

meeting to discuss findings and to revise the status. It

was also agreed that prior to each meeting all attendees

should receive all new material that had been developed.

Dr. Hickey agreed to coordinate the mailing of appropriate

materials. Mei Associates agreed that the the statement of
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work modifications did not substantially change the scope of

the task and would not affect the project's budget.

The third activity was to develop an agenda for Part II of

the kick-off meeting. It was readily apparent that those

consultants attending the next meeting would also require a

review of the project's history and status as well as a

review of the revised statement of work. Dr. Gagne

suggested that what was needed to make the first cycle

effective was specific research assignments for the

consultants. Dr. Gagne proposed three such assignments and

suggested that each consultant should be assigned two so as

to insure depth and comprehensiveness of coverage. The

suggestion was to have those consultants in attendance at

Part II modify the tentative assignments as they deemed

appropriate.

Dr. Gagne's tentative task assignments were keyed to an

AFHRL/IDC diagram suggesting relationships in the areas of

epistemology, theories of learning, and theories of

instruction. AFHRL/IDC was emphasizing theoretical

foundations for the AIDA project. The reasons for this

emphasis were twofold: 1) the project was being funded

with 6.2 exploratory development funds, and 2) many

researchers had noted a lack of an integrated theory to

guide the development of instructional design theory.
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Dr. Gagne's three proposed tasks have been detailed in

Appendix B to Mei Associates' Project AIDA Report: Part II

of the Kick-off Meeting. The first task focused on major

findings in cognitive learning research that would have

definite consequences for instructional design. The second

task focused on analyzing the contents of cognition from the

perspectives of both cognitive psychology and epistemology,

again trying to formulate clear implications for

instructional design. The third task focused on analyzing

current principles of instructional theory in an effort to

develop common ideas and terminology.

Part I of the kick-off meeting was adjourned with all

parties in attendance happy with the minor changes to the

statement of work, satisfied with the emphasis on

theoretical foundations, and pleased with the specific

assignments proposed for Part II of the kick-off meeting.

3.0 KICK-OFF (PART II)

Part II of the kick-off meeting was held at the Air Force

Human Resources Laboratory at Brooks AFB, TX on 18 - 19 July

1989. In attendance were Or. Scott Newcomb (AFHRL/IDC), Dr.

Dan Muraida (AFHRL/IDC), Dr. Michael Spector (AFHRL/IDC),

Dr. Barbara Sorenson (AFHRL/MO), Dr. Albert Hickey (Mei

Associates), Dr. Henry Half f (Consultant), Dr. David

Merrill (Consultant), Dr. Robert Tennyson (Consultant), and

Dr. John Ellis (NPRDC guest observer).
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This two day meeting consisted primarily of three

activiies: 1) a review of the history and status of AIDA,

2) a review and analysis of the modified statement of work

associated with the project, and 3) a thorough discussion

and modification of the specific assignments for cycle 1.

The first activity was the responsibility of the AFHRL/IDC

personnel. A presentation similar to that made at the

previous meeting was followed by many probing questions from

the participating consultants. The questions basically

centered around two concerns. First, what specific details

about the AIDA concept could AFHRL/IDC provide? Second, was

the primary focus on theoretical foundations wise and

justified at this stage of AIDA?

AFHRL was initially reluctant to provide additional details

about AIDA because it was then conceived to be part of the

consultants' task to provide this detailed theoretically-

based conception of AIDA. Dr. Merrill insisted on knowing

how AFHRL was thinking about AIDA, and Dr. Newcomb did

provide a broader and fuller view of AIDA, including a

review of the long-range vision of an integrated set of

intelligent, computer-based tools to assist throughout the

ISD process. Dr. Spector also made avai'lable a complete

copy of his original white paper on AIDA.
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Dr. Merrill thought that what was needed was not a re-

examination of the related theories, but specific details

about the nature, functionality, and assumptions of AIDA

that could serve to guide the development of a prototype.

In short, Dr. Merrill was looking for a requirements

analysis and functional specifications to guide a software

engineering process. Specifically, Dr. Merrill emphasized

the need to perform a knowledge engineering analysis and

address issues of knowledge representation in such a complex

system.

Dr. Halff also believed the orientation should be more

pragmatic and oriented toward a prototype. Dr. Half f

suggested a "Wizard of Oz" paper prototype might serve to

help elaborate the conception of AIDA and identify potential

areas of difficulty. More specifically, Dr. Halff believed

that there would turn out to be very few useful general

principles of instructional design that could be

incorporated into AIDA. He argued that the specific subject

matter, student characteristics, and environment would

dictate most of the significant components of the system.

Dr. Tennyson suggested that there was a need for an

underlying philosophy and set of assumptions to guide the

design and development of AIDA. Dr. Tennyson felt it

important to make this framework explicit before continuing.

He also felt a prototyping task was a reasonable goal to
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guide the work, and an important outcome of this effort

would be the identification of priority cycles for a series

of evolving prototypes as AIDA became more fully elaborated

in later years.

In summary, the consultants generally felt that the emphasis

should shift to pragmatic concerns such as the nature of the

knowledge bases needed for an intelligent instructional

design advisor, the minimal set of modules/functions to be

included in a first prototype, and an explicit statement of

assumptions and principles. While the consultants

recognized the important role for an integrated

instructional design theory, they thought the theory

development and refinement would evolve from the process of

building, testing, and refining prototypes.

With regard to the second activity, reviewing the revised

statement of work, the consultants thought the general

scheme of two parallel cycles was acceptable. The goal of

cycle 1 would be to clarify the overall concept of AIDA,

identify underlying theoretical assumptions, and establish a

suitable framework for elaboration of the AIDA conceptual

scheme; this would be a first cut at the functional

specifications and preliminary design. The goal of cycle 2

would be to make the design specifications more detailed and

to select and prioritize functions for prototyping. The

results of the second cycle should be specific enough to
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guide prototype development. In addition, those present

felt that the two critiquers should serve a dual role of

synthesizing the findings and reports of the five

consultants and identifying weak areas and oversights. An

essential part of the synthesis would be to develop a common

terminology. It was again stressed that distributing

materials in advance of meetings would facilitate discussion

at the meetings.

The third activity involved a revision of Dr. Gagne's

suggested assignments. The revision reflected the shift in

emphasis from theory development to design of a prototype to

aid theoretical development and also aid the practical

development of useful automated tools for instructional

design. Dr. Halff's revised assignment is to provide a

concept of how AIDA would support the development of two

broad instructional paradigms, identifying the relevant

principles of learning and instruction. Dr. Merrill's task

is to identify the general concept of AIDA by indicating the

functions that AIDA should perform, including knowledge

acquisition and strategy analysis; Dr. Merrill will also

identify the underlying principles of epistemology, learning

theory, and instructional theory. Dr. Tennyson's assignment

is to update the ISD model based on advances in cognitive

science and educational technology. It was suggested that

Dr. Gagne might respond to his first two tasks, as

originally planned. In any event, Drs. Gagne's and Polson's
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tasks will be clarified at the next meeting.

It should be obvious that this second kick-off meeting

involved some serious re-thinking of the project's primary

focus and orientation. While the importance of establishing

theoretical foundations was acknowledged, it was generally

felt that the specification of functions should not be

forced to await a well developed and integrated theory of

instructional design. As a consequence, there was a return

to the emphasis on developing functional specifications that

could guide development of a prototype as stated in Mei

Associates original statement of work and in Dr. Spector's

original white paper.

Many useful conclusions were reached at this meeting. A

variety of practical issues were raised, ranging from

identifying and involving users to specifying the details of

the AIDA EXEC core. Everyone seems to be in agreement that

the design of a prototype is a desirable goal and that this

project should be laying the detailed groundwork for that

effort.

The nature of the prototype to be built following this

project may be worth considering. Dr. Halff suggested

developing a paper prototype ("Wizard of Oz" technique) and

then role play through the system guided by the principles

committed to paper. The advantage of this approach is

119-29



cost. Dr. Merrill suggested that we consider adopting an

object-oriented design approach and to develop a prototype

using a computer-based hyper-media, such as HyperCard stacks

on an Apple MacIntosh. The advantages of this approach are

fidelity to an actual design environment, ease of rapid

prototyping, and the effectiveness of presenting an actual

working model. Since the development of a prototype is

beyond the scope of this project, this issue need not be

resolved now.

There may be significant disagreement about two essential

matters, however. First, some participants may be viewing

this project as a software engineering task involving the

development of a design specification for a product (a

prototype) based on a requirements analysis statement, while

some may view the development of a prototype as a practical

way to elaborate and evaluate an integrated theory of

instructional design. AFHRL/IDC does not have a specific

requirements analysis document and does not have committed

users. AFHRL/IDC does want to involve potential users and

eventually design/develop a useful set of tools to make

instructional design more cost effective; but there is still

a definite interest in developing an integrated theory and

not merely adopting a design philosophy. Because this

project falls into the arena of exploratory development, the

contractor and consultants are encouraged to be creative and
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inventive; as yet, there is no specific product to be built.

Second, some participants may believe that many of the

important principles in all three areas (knowledge,

learning, instruction) have been discovered; what is then

needed is a common terminology and flexible knowledge base

to accomodate what is already known about instructional

design. On this view, it is worth considering who is on the

leading edge of the curve in the area of intelligent

instructional design and to consider adopting the principles

and ideas of those leaders. AFHRL/IDC does not have a

comprehensive list of acknowledged leaders, although in

recommending potential consultants to Mei Associates,

AFHRL/IDC obviously was aware of important developers and

designers in this area. AFHRL/IDC is more likely to take

the view that this cycle of the project is an attempt to

specify the geometry of the curve of advanced instructional

design. AFHRL/IDC does not now place itself on whatever

curve is sketched, although the hope is that an analysis of

current efforts and trends will help locate AIDA on next

year's leading edge of instructional design. The

significance of evaluating the current state of

instructional science is to build on the best knowledge now

available, not to be confined by current biases and

practices.
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4.0 KICK-OFF (PART III)

Part III of the kick-off meeting was held at the Air Force

Human Resources Laboratory at Brooks AFB, TX on 8 - 9 August

1989. In attendance were Dr. Scott Newcomb (AFHRL/IDC),

Major Bill Wimpee (AFHRL/IDC), Dr. Dan Muraida (AFHRL/IDC),

Lt. Teresa Rushano (AFHRL/IDC), Dr. Michael Spector

(AFHRL/IDC), Dr. Albert Hickey (Mei Associates), Dr. Robert

Gagne, (Consultant), and Dr. Martha Polson (Consultant).

This last part of the kick-off meeting consisted primarily

of two activities: 1) reviewing the results of the previous

sessions, and 2) assigning cycle 1 tasks to Drs. Gagne and

Polson. The meeting began with a short review of the

history and status of AIDA to bring Dr. Polson up to date on

the background for the project.

In reviewing the results of the previous meetings, several

concerns emerged. Dr. Gagne was concerned that the

consultants might not produce any results that could be

synthesized since there had been significant departure from

the original three tasks. Dr. Polson suggested that all

consultants needed to respond to some common task to guard

against this possibility. Since the other 3 consultants had

already adopted their tasks, it was decided that it was too

late to change their assignments. Those present did feel,

however, that activities could be kept on course by asking

all consultants to make a list identifying the assumptions
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and underlying cognitive principles relevant to their

assignments. Dr. Hickey agreed to send a letter to each

consultant requesting that this list of assumptions and

principles be provided with the task paper.

Dr. Gagne wanted AFHRL to roughly identify the product for

this task. Dr. Newcomb indicated that the product was to be

a description of the content of a potential software

prototype of AIDA. The essential point was that this task

did not involve any actual software production, although the

description should be both specific and functional enough to

guide a future software development.

Dr. Polson indicated there were at least 3 different schemes

for this endeavor: 1) a tutoring system, 2) an advising

system, and 3) a critiquing system. Dr. Newcomb responded

that the emphasis would probably fall on the second scheme.

Dr. Spector indicated that the 3 schemes were not mutually

exclusive and that aspects of the other 2 schemes could

possibly be included.

In discussing how AFHRL/IDC was thinking about AIDA, it

became clear that Drs. Muraida and Spector thought that AIDA

would incorporate some aspects of intelligent systems (such

as specialized expert systems for particular aspects of

instructional design), but Dr. Newcomb felt that AIDA might

not be an intelligent system, but more of a sophisticated
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tool to automate the instructional design process. Dr.

Pol.on thought that AFHRL/IDC did not have the staff

expertise to become involved with intelligent systems. Dr.

Muraida indicated, however, that there was some existing

expertise in this area (Dr. Spector has taught graduate

courses in artificial intelligence and built small expert

systems using both EXSYS and PROLOG) and there was a

commitment to acquire additional expertise.

With regard to the theoretical concern for an integrated

theory to guide the development of AIDA, Dr. Polson claimed

that theories of knowledge, learning, and instruction could

not be integrated, but that it would be possible to draw

from an agreed base of principles. Dr. Ga.gne felt that we

should not abandon theoretical concerns and suggested that

we all re-read the 4th edition of Conditions of Learning.

Dr. Polson suggested that what was missing from the

discussion was principles for the use of graphics and

illustrations, a description of how artificial intelligence

would be used, and a set of requirements for ease of use.

All present agreed that these concerns would indeed be

important to cycle 2 of this task.

The second major activity involved task assignments for Drs.

Gagne and Polson. Dr. Gagne was concerned that no one had

taken on his original task 3, which focused specifically on

principles of instructional theory; he accepted this task as
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his assignment for cycle 1. Dr. Polson felt most competent

to tackle Dr. Gagne's original task 2, which focused on

cognitive theory; she accepted this task with minor

modifications to include both forms and processes of

cognition and de-emphasize the contributions of

epistemologists.

A suggestion was made at the previous meeting that AFHRL

should be duplicating the efforts of the consultants. Dr.

Merrill had also suggested that AFHRL should draft 3

documents: 1) a needs assessment, 2) a requirements

analysis, and 3) a detailed system specification. Dr.

Spector thought it was too early to attempt to do the third.

Drs. Muraida and Spector agreed to tackle the first 2

documents as their tasks for cycle 1, so long as it was

understood that their efforts would be somewhat hypothetical

and speculative, since there is not a customer in any

traditional sense.

5.0 SUMMARY

By way of summary, there are at least 3 significant issues

that emerged from this kick-off series of meetings: 1)

AFHRL/IDC needs to provide the group with a more detailed

vision of AIDA, 2) the group needs to form a more definite

view of how intelligent AIDA should be, including the forms

this intelligence should take, and 3) the group needs to
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develop a consensus with regard to underlying assumptions

and principles in the areas of learning and instruction.

Associated with this last issue is the need to develop a

common terminology before proceeding with cycle 2. Since

there may be a divergence of AFHRL/IDC visions of AIDA, the

consultants will need to respond to what they believe most

achievable in a follow-on prototyping task.

There is certainly a wealth of expertise represented in the

group gathered together for this task. The consultants have

already presented many provocative ideas and asked many

probing questions. Task assignments for cycle 1 have been

clarified and promise to produce results that can be built

upon in designing AIDA. We all look forward to the cycle 1

review meeting in October.

P.S. There is an Octoberfest celebration in Texas!
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ABSTRACT

The engineering design problem of large systems is

characterized by a hierarchial decomposition because of the

complexity of the design process. This paper examines a modeling

technique called Goal Decomposition that accommodates a

hierarchial decomposition, and is therefore useful in the

design of large systems. Two applications of goal decomposition

are included to investigate the strengths and weaknesses of this

technique.
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ENGINEERING DESIGN WITH DECISION SUPPORT:
AN APPLICATION OF GOAL DECOMPOSITION

1. INTRODUCTION

Mathematical modeling is becoming a vital tool in

engineering design (12]. However, for the design of large

systems, these models quickly become too large and cumbersome to

be of significant value. As a result, research has progressed

into the decomposition of the design problem with the intent of

breaking the main design into a series of smaller design problems

that can be solved and then recombined in the hope of generating

a good global design.

Figure 1 illustrates a network model of the design

decomposition problem. The node at the top level (level 0) of

the network represents the system which is to be designed. As we

pass downward through the network, the parts of the system are

exploded into greater detail, until we reach the bottom of the

network where no further decomposition is possible.

The network shown in Figure 1 can be thought of as actually

containing two different types of optimization problems: (1) A

high level optimization, and (2) Several lower level

optimizations. The high level optimization is equivalent to

answering the question, "What type of system do we want and what

do we want it to be able to do?" This optimization problem is

typically characterized by multiple objectives. An example

application of this type of optimization can be found in [5]. In

the case that several designs have been already established or
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"frozen," Pareto optimal designs can be determined by the method

given in I] to reduce to list of candidate designs to some

managable number. The design decisions that are made at this

level are then passed downward to the next level (level 1) in the

form of system specifications.

At the middle and lowest levels in the network, the

objective is not to optimize the design of the subcomponents over

some set of objectives, but instead to meet some stated level of

attributes that has been provided by a parent optimization. In

some cases it may be suboptimal for a subcomponent to over-

perform as well as under-perform. For example, in designing an

aircraft, we would like to achieve a specified level of speed (an

attribute measuring performance); however, optimizing the wing

design for speed would clearly be suboptimal if the landing gear

of the aircraft is not designed to accommodate the greater

speeds.

Of course, other objectives besides performance may be of

interest. Reliability, cost, supportability and producibility

are some objectives that frequently must be addressed in

designing systems and subsystems. In each case, a stated level

of achievement is what is required at the subsystem level.

The need for communication between levels in the hierarchy

of Figure 1 is currently satisfied by multiple design iterations

in real world design.processes. In fact, it must be emphasized

that a design of a large, complex system is characterized by many

design changes through iterations. As a result, decision support

for design decomposition should accommodate these design
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alterations brought about by new information passed between

levels of the network.

1.1 The Rationale Behind Decision Support

Decision support for the design process has several

appealing functions besides potentially improving the ultimate

system design. A decision support system (DSS) should provide

greater managerial control of the design process. For example, a

DSS should be a mechanism for coordinating subsystem designs.

This would allow the designer to recognize when a particular

subsystem design is insufficient to meet system needs, and what

the best alternative designs are. This feature would generate

critical information early in the planning phase, and therefore

direct management's attention to the important design issues.

In addition, a decision support system for design would

allow the designer to assess the degree of "criterion build-up"

that results from the inability to meet system specifications.

For example, using a support system would allow the designer to

determine the loss of system performance due to not meeting a

specific system specification.

The purpose of this paper is to describe a goal

decomposition approach that can be useful in a DSS for the

planning phase of engineering design and to examine two example

applications. In the following section we describe some of the

approaches that currently exist for decision support of the

design process. In section 3, a goal decomposition method is

examined and related to the network in Figure 1. In addition,

some refinements to the goal decomposition algorithm are
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suggested. Section 4 contains two example applications. Section

5 contains the concluding remarks.

2. DECISION SUPPORT FOR THE DESIGN PROCESS

The engineering design problem is typically expressed as:

(P)P min f(N,2)

subject to: gi(R) 0 , i=

h (N,0) 0, j =

In this model, the vector x is a vector of design variables; that

is, these are the variables that represent the freedoms of choice

that the design engineer has available. The vector 2 is a vector

of model parameters.

Johnson and Benson (8], (9], have decomposed the design

problem by treating a subset of variables in the design problem

as parameters (R) and optimizing over the remaining variables.

The original subset of "parameters" are then released and

optimized.

Sobieszczanski-Sobieski, et.al., (13], (14]. have used

"linear decomposition" in an attempt to simplify !t large

nonlinear models that frequently represent a design problem.

This decomposition is accomplished by computing the sensitivity

of the global solution to changes in subproblem solutions (151:

and representing these changes by first order approximations.

The ultimate advantages of this approach result from the explicit

inclusion of subproblem constraints in the global optimization

model and a reduction in the number of variables in the global
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model. In recent work [6], Haftka has attempted to improve upon

the linear decomposition method by removing the difficulties

encountered due to discontinuities in the derivatives that

migrate upwards through the hierarchy.

Several authors have suggest the use of knowledge-based

systems to aid in the design construction. These approaches can

be dichotomized by the type of knowledge required in the system

and the use of that knowledge. In one case, the knowledge is

used for optimization [1], [2]. Systems of this type can be

thought of as addressing the more general issue of how knowledge

can be used to aid in the search of optimal solutions for

mathematical models that are characterized by nonlinearities.

Surprisingly, the use of knowledge specific to the design domain

has not been used to full advantage in these systems.

The other type of knowledge-based system contains knowledge

specific to design, but does not emphasize optimization [3], [4].

While these systems can produce-quality designs, the designs are

based on heuristics and are therefore best suited for producing

designs that meet stated specifications.

3. GOAL DECOMPOSITION

In this paper we will examine a method of decomposition that

makes use of goal programming. One of the primary motivating

factors for this approach is that it is felt that the employment

of goals instead of "pure constraints" conforms closely to the

type of decision making currently used in the initial design

process. Moreover, the decision support architecture which is
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examined may take advantage of a variety of other modeling

techniques currently available; i.e., the Sobieszczanski-Sobieski

approach, knowledge-based models, etc.

In what follows, we will use the term objective to mean a

state that a decision maker has identified as desirable to

attain. The term attribute is used to describe a measure which

can be used to determine the degree to which the desirable state

has been achieved. We will assume throughout this paper that

with sufficient perseverance, a set of attributes may be

determined that will measure the objective to the satisfaction of

the decision maker.

3.1 Decision Variables

One of the fundamental characteristics that differentiates

the goal decomposition approach from the methods of

decomposition that have been found in the mechanical/aerospace

engineering literature is the treatment of design variables.

Consider once again the design hierarchy depjc,.ed in Figure 1.

Imagine that an optimization has been perfoi'med at level 1.

Information has been passed down from level 1 to level 2 via the

vector u. This vector contains the attributes of the

subcomponent being designed at level 2 that are desired from the

perspective of the component being designed at level 1. As a

result, the vector u describes what it is that we want built (the

subcomponent at level 2).

The optimization -at level 2 in turn will describe how we

will build that subcomponent by further refinement of the

subcomponent into its major subcomponents. The design variables
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at level 2 are a vector w that contain the desired attributes of

the subcomponent at the 3rd level of the hierarchy. These values

are determined from an optimization that will choose w so that

the attributes of level 1 (u) are met as closely as possible

while not violating any constraints that are placed on w.

The goal programming formulation at level i, i =,...,I-1,

may be described as

(P2) min r b+d+ + b.d. (i)
J J J'. J

such that:

fk0d) - d+ + d = uk , k = I,...,K, (2)

E . (3)

As described above, the value of uk in (2) was determined from a

goal optimization at level (i-l), i = 2,...,I-l. In the case

that the value of uk was generated at the Oth level (the top

level), some other multiobjective technique might have been used

to determine the desired values of the attributes of the top

level.

The values bt and b. are weights assigned to the

deviations d1 and d., respectively, which are the amount by

which we have exceeded or fallen short of the ith goal. The

function fk(W) is the link between the subcomponent attributes

and the component attribute uk.

The actual value of the kth attribute that can be achieved

in (P2) is the value of fk(w) in equation (2) (recall that the

actual value that we would like to achieve is u1l*). The value of

the kth attribute achieved, fk(W*), where w* is the optimal value
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of w in (P2), may not equal Uk* for two reasons: (i) The goal set

designatzd by equations (2) wy be overly demanding and therefore

all of the goal may not be achievable; (2) The space n in

equation (3) may constrain the problem from achieving all of the

goals.

The goal decomposition algorithm can be stated as Collows:

Al, Optimize the attribates of level i, i =
by mathematically relating those attributes to
attributes of the subcomponents (level (i-1)).

A2. Using the values of the level i attributes obtained
in the optimization at level (i-l) as goals,
optimize the &ttributes of level (i+l),
i = I,....,I-I.

A3. If necessary, perforn a reoptimization at level
i by passing constraints on the ati;ributes
from level (i+l) to level i.

Several iterations between levels (i+l) and i may be necessary, to

obtain a satisfactory design. The constraints that are added to

the level i model in step A3 are needed to cause a reallocation

of resources. An example of the addition of these constraints is

shown in the first application of Section 4.

Since all of the goals in (P2) may not be met, the weighting

b and b7 in the objective function will tend to dictate which
1 1

goals are satisfied. Next we will show how these weighting may

be selected so that the pursuit of the goals at level i is

consistent with the desired design attributes at level (i-l).

Theorem i: Let (P2) describe the optimization at level i and let

the following model describe the descendant optimization at level

(i+l)1
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(P3) minZ cie i + c e. (4)

such that:

+ + e7 * jg.(x) - e. J e. . , j =1,.. .,J, (5)

x e X. (6)

+

Then, to first order approximation, the values of c. and c.

should be chosen according to the following algorithm:

(Bl) For each fk(w*) in equation (2), use the following

rules to compute new constants a+ and a:

(Bl.l) If fk(w*) = uk, let a = bjk ak = bk;

(Bl.2) If fk(w*) > Uk , let ak = bk, a - k

(Bl.3) If fk(w*)< uk , let a+ =-bk, ak = bk.
+

(B2) Form the values c. and c. in equation (4) byJ J
+ +

cj k ak afk/0Wj (w*), (7)

c. = al a f fklawJ (w*). (8)
k

Proof:

Consider the first order Taylor's series expansion of fk(O)

around w*:

f (V) - fk(w*) = E 3 fk/w. (L*) (w. - w. (9)

The term on the left hand side of (9) is the amount that the

optimal value fk(w*) has been missed by the selection of w. The
.*)

right hand side of (9) contains the term (w. - V. ), which is

the amount by which the level (i+l) optimization was unable to

meet the goal w: that was passed down from the -level i3

optimization. Thus equation (9) depicts the influence that the
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failure to meet goal wj* at level (i+l) has on the optimization

at level i. If, for example, fk(w*) > uk * the optimal value of

w* caused the attribute represented by fk(w*) at level i to

be exceeded, and d+ > 0, dk 0 in equation (2). If the value

of w realized from

w. = g.(2), J = 1 ,...,f ,

does not equal w (the goal) but instead exceeds w then theJ 3

value of the objective function at level i will change by

bk [fk(d) - fk(L,)] ,

(here we assume that w is near w* so that fk(d) > Uk

But this is just the right hand side of (9) multiplied by the

appropriate weight from the level i optimization. Multiplying

the right hand side of (9) by b + yields the result for the

special case that fk(w*) > u * (number 2, part A of the

algorithm). The other parts of the algorithm can be determined

from similar arguments.

3.2 Refinements to the Goal Decomposition Algorithm

(1) If there are no constraints in equation (3) that

connect w.'s from different subproblems, then a feasible design
J

at level i may be assured easily at level (i+l) by adding the

constraint

g.(x) e 0

to problem (P3).

(2) If the optimization at level (i+l) does not meet the

goals w*, then a reoptimization at level i may generate a better

(or feasible) solution when taking into account the best values

of the attributes that could be achieved at level (i+l). In this
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case, the following cuts may be added to equation (3):

(A) If g.(x*) = w*, then add no cuts;

(B) If g.(x*) > w. then add the cut

w. > g.(P,);

(C) If g.(x) < w.*, then add the cut

w. < g.(x*).

(3) The problem that a multipurpose component (a component

with multiple parent nodes in the decomposition network) causes

can be coordinated in this process by adding separate goals from

each parent optimization. For example, if a multipurpose

component is passed down the goal w1* = 1 from one parent

optimization and w = 2 from the other parent optimization,

then the following two goals should be added to the subproblem:

+ d- - d+ = 1,

g1(N) + d2 - d+ = 2,

where wI = g1 (N). The coefficiens in the objective function will

help determine which of these contradicting goals should

dominate.

4. APPLICATIONS

4.1 A Conceptual A2lication

The first system design that will be optimized using goal

decomposition is depicted in Figure 2a. We begin with this

conceptual system to illustrate the techniques that may be

employed to model system cost and reliability. Similar models

may be built to include attributes measuring system performance,
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supportability, and producibility.

The network decomposition of this system is shown in Figure

2b. At level 1, the system is viewed as consisting of two

components in series, as indicated by the dotted line in Figure

2a. We will assume that Component 1 may be viewed as consisting

of two identical components in parallel, while component 2

consists of two components in series.

We shall also assume that an optimization has been performed

at level 0 that specified the target values of the reliability

and cost of the entire system to be R .995 and C* $2000.

Let:

R. Reliability of component i, i = 1,2,1

- Probability that the component operates without
failure over a specified time interval,

C. Cost of component i, i = 1,2,1

R.. = Reliability of subcomponent (i,j), i = 1,2,
J j = 1,2,

C.. = Cost of subcomponent (i,j), i = 1,2, j = 1,2.

It is also assumed that R1 and R2 must be at least .95 and .92

respectively, and that the total budget for the system is $2600.

In order to build a mathematical model of the system, it is

first necessary to determine how reliability influences cost.

Suppose that by experience it is known that the reliability of

the subcomponents is related to the cost of the subcomponents in

the following way:

C -200 ln(l - R11 (2 - R11 )}, (10)

C C (11)
12 ll(

21 1.2/(l - R2 1), (12)
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C22  I/(i - R22). (13)

Notice that in each of these cases the cost of the subcomponent

increases rapidly as the reliability approaches 1.

The development of the cost functions C1 and C2  for an

optimization at level 1 in Figure 2b presents two significantly

different problems. C6mponent 1 consists of two identical

components in parallel; and, therefore, the cost function may be

written simply as

C1  C1 1 + C12

= -400 ln(1 - R1), (14)

since

R= R11 (2 - R11 ). (15)

On the other hand,

C2  = C21 + C22  (16)

cannot be written as a simple function of

R2 = R2 1R22. (17)

Consequently, the developer of a model has two alternative

approaches: (I) Include in the level 1 optimization model

mathematical expressions that involve R21 and R22, which are

level 2 attributes; or (2) Estimate the cost function C2 as a

function of R2. The former alternative regresses toward the

problem that prompted decomposition in the first place: the

model begins to grow larger because we have decided to include

too much detail in the model at the higher levels in the network.

The second alternative risks the loss of some information in the

estimation process but remains in the spirit of decomposition.

For example, using equations (12) and (13), the follo-ing

table of costs for alternative designs may be easily constructed:
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R 2i (i = 1,2) C2 1  C22

.9 $ 12 $ 10

.925 16 13.3

.95 24 20

.975 48 40

.99 120 100

.995 240 200

.999 1200 1000

Table 1--C 2 1 and C22

Using equation (17) and different combinations of R2 1  and

R22, values of C2 may be computed from Table 1. Next, a least

square estimation technique may be used to develop an estimate of

C2  as a function of R2. Such a model was developed for this

example from 15 combinations of R21 and R22 which yielded the

cost function:

C2 = 154.2 + 4.8(1 - R2 )
- . (18)

The optimization model at level 1 may be written as:

(MI) min z = 5000d1 + d+

such that
+ d- =.9

R1R2  - d +

C1 + C2  - d2 + 2000

Cl + C2  < 2600

d+ -0
d+ d--

d~d2 -0

.95 < R, 1 1

.92 < R2 1 1
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as well as equations (14) and (18) are satisfied and all of the

variables in the model are non-negative.

The coefficients in the objective function of (Ml) reflect

the trade-offs that were judged reasonable by the decision makers

at level 0 and have been assumed for this example. The optimal

solution to (Ml) generated by GINO [10] is:

z = 158.187 d2 = 0 C2 = 455.48

d = .032 d2 = 0 R1 = .97896

d 1 = 0 C1 = 1544.52 R2 = .98407

4.1.1 Level 2 Otimization Models

To generate a model that optimizes the design of the

subcomponents,. we need to use the values of Ci and Ri, i = 1,2,

that were computed in the optimal solution to (Ml). In addition,

the results of Theorem 1 are needed to search for solutions that

are consistent with the level 1 optimization. The models (Mll)

and (M12) for components 1 and 2 respectively and their

solutions may be found in appendix A.

(Mll) and (M12) contain constraints that are local to the

subcomponent design as depicted by equation (6). For example, in

(Mll), R11 < .8. The solutions for Ci and Ri in (Ml) are used as

the goals in (Mll) and (M12). Also notice that the constraints

0.95 < R1 < 1 have been included in (Mll) as suggested in (1) of

section 3.2.

Table 2 compares the values of Ri and Ci, i = 1,2, that were

generated in the solutions of (Ml) with (Mil) and (M12). It is

clear from this table that the largest value of R1 that can
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possibly be generated is .96, and that $1287.55 is the largest

budget needed; otherwise, additional dollars would have caused

the solution of R in (Mll) to be higher.

---------------------------------------------------

Derived from Achieved at
Variable Level 1 Level 2

R1  .97896 .96

C1  1544.52 1287.55

R2  .98407 .97752

C2 455.48 455.48

Table 2--Attribute Goals and Values Realized
in (Mll) and (M12)

If the constraints R1  .96 and C1 , 1287.55 are added to

(Ml),.the new solution to (Ml) becomes

216.272 d2 = 0 C2  712.45

d = .043 d2 = 0 R1 = .96

dI = 0 C1 = 1287.55 R2 = .9914

This solution is, in fact, the globally optimal design; i.e., the

lesign that would be generated if we had built one model that had

contained all of the constraints on the component and

subcomponent designs.

In summary, in order to generate the globally optimal

design, it was necessary to pass information downward through the

decomposition network that described the desired attributes of

the system. Information in the form of constraints was passed

upward through the network that indicated the best achievable
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values of the attributes. A reoptimization was performed that

reallocated the resources (in this case budget dollars) to

improve the design. Further optimization iterations, in general,

would continue to improve the design.

4.2 A Second A2lication

Consider the problem of designin, a water pumping system and

a structural support for the pumping system. As shown in Figure

3a, it is assumed that the water pumping system consists of two

parallel pumps that draw water from a lower reservoir and pump

the water into a reservoir that is 150 feet above the lower

reservoir (16]. The pumping system is to be positioned on a 30

foot reinforced concrete beam of depth 30 inches as discussed in

(9]. The decomposition network for the pump/beam system is shown

in Figure 3b.

Assume that a budget of $950 may be spent on the project but

that the desired budget is $900 (as determined in an optimization

at level 0). A goal of 200 feet for the head loss has been

established to take into account the loss of energy due to

friction in the pipes. This head loss must be, at a minimum, 160

feet. In addition, a goal of 6480 in k of flexural strength is

desired in the beam. Define:

CI = Cost of the pump subsystem,

C2 = -Cost of the beam subsystem,

H = Head loss,

S = Flexural strength of the beam.

Prior experience has shown that C1 and C2 increase with H
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and S in the following way:

C1 = .01125H2 + .875H, (19)

C2  = .05787S. (20)

Assuming once again that the optimization at level 0 has supplied

the coefficients in the objective function that reflect the

trade-offs that would be considered appropriate at the top

level, the pump/beam optimization model can be written as:

(M2) min z = d I + 5d + .0926d3

1 23

such that

C+C- d++ dl 900
C1 +C 2  d + 9

H-+ d 2  =200H - d2+ + = 0

S - d3 +d =6480

Cl + C2  < 950

H > 160

d +d- 0 , i= 1,2,3

equations (19) and (20) hold and all variables in the model are

nonnegative. The optimal solution to (M2) is:

z =96.875 d2 = 0 C2 = 375

d = 0 d = 0 H = 183.34

dI = 13.59 d3 = 0 S = 6480

d2 = 16.66 C 1 = 538.59

4.2.1 Level 2 Models

Next consider the optimization of the pump subject to local

constraints. In this example, assume that the headloss may be

expressed in terms of the flow rates (cubic feet/second), F.,

through pump i, i = 1,2:
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H = A + 30F 1  - 6F2 (21)

H = B + 20F 2  - 12 (22)
22(2

In these expressions, A and B are parameters which specify

attributes of the pumps. The selection of the pumps is

restricted to

50 < A < 130 (23)

200 < B < 220. (24)

The amount of flow in each pump is restricted to be at least 2

cubic feet/second.

Let C be the cost of pump j, j = 1,2. The cost of the

pumps is related to the flow rate via

C1 1  100 F1  (25)

C 12 = 120 F2. (26)

The total budget for the pump subsystem will be at least $525.

The optimization model (M21) for the pump subsystem and the

optimal solution is given in appendix B.

The beam subsystem has design variables W and V, which

represent the width of the beam and the cross sectional area of

the reinforcing steel. For this example, it is assumed that the

reinforcing steel has standard sizes that come in .25 inch

increments. The flexural strength, S, of the beam is related to

W and V by

V - .2458 V2/W > S/1080. (27)

The unit cost of the concrete is $.02/square inch/lineal

foot and the unit cost of steel is $1.00/square inch/lineal foot.

The length of the reinforcing steel is slightly less than the

length of the beam (29.4 feet), so that the cost of the steel is

given by 29.4V. The cost of the concrete is given by
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.02 x (cross-sectional area of the beam) x 30

* .02 x (W x 30) x 30

* 18 W.

The width of the beam must be at least 8 inches to provide

sufficient support to -the pump subsystem. Once again using

Theorem 1, the optimization model (M22) for the beam subsystem

may be formulated and solved as shown in appendix C.

The value of V in the solution of (M22) is not a integral

multiple of .25; as a result, this solution is not truly feasible

given the problem constraints. In order to achieve the optimal

feasible solution, two new models (M23) and (M24) may be formed

by adding the constraints V < 7.75 in the first case and V > 8 in

the second case to (M22). Model (M24) has no feasible solution,

while the optimal solution to (M23) is given by:

z = 12.69 e2 = 3.15 S = 6376.32

e = 103.05 e2 = 0 W = 81 2

= 0 C2 = 371.85 V = 7.75

This solution is therefore the optimal attributes for the design

of the beam subsystem. The solution to (M21) and (M23) may be

used to generate constraints in order to further constrain the

solution to (M2). This would begin a new iteration of the goal

decomposition algorithm. However, a designer may decide that the

design achieved by combining the solution to (M21) and (M23) to

be satisfactory.

5. CONCLUDING REMARKS

This paper has attempted to develop a broader perspective
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of the engineering design problem by distinguishing the type of

optimization problems that occur at the top and lower levels of

the design hierarchy. One key feature of middle and lower level

optimizations is that subsystem optimization does not correspond

directly to performance, cost, etc. optimization. A goal

decomposition method was described and illustrated for

subcomponent optimization. This decomposition method had a

natural objective function that tended to cause the solution of

the subproblem to drive the solution of the optimization one

level higher to its best possible feasible solution.

The architecture of the decision support system described

using goal decomposition readily enhanced the iterative nature of

the design process. In the first example shown in this paper, a

single reoptimization found the best global solution to the

design problem once additional information was supplied to the

level 1 model by subsystem optimizations.
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APPENDIX A

(Mll) min z -4920.34e+ + 4220.34e- + e+

such that

R - e+ + e= .97896

C - e+ + e= 1544.52

R I  = R 1 1 (2 - R1 1 )

R > .95

H1  1

R1 1  < .8

e e. = 0 i = 1,211

as well as equations (10), (11), and (14) and all variables are

nonnegative.

Optimal solution:
+

z = 93.78 e2 = 0 C1  = 1287.55

e+ = 0 e = 256.97 R11  .8

e = 256.97 R 1 = .96 C11 = 643.78

(M12) min z = -4894.8e+ + 4894.8e- + •2

such that

R e + e = .98407
2  1 1

e + + e = 455.48
2 C 2  2

R2  = R2 1 R2 2

R2  > .95

R2  1

121 .9

R21 < .98
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R 22 .99

e ie~ - 0 i =1,2

as well as equations (12), (13), and (16) and all variables are

nonntegative.

Optimal solution:

z =32.04 e + = 0 R =.99747

e =0 e 2 = 0 c2  = 455.48
R 2 975 2

e1=.00655 R2 =752c21 =6

R 1= .98 C 22 = 395.48
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APPENDIX B

(M21) min z -Se+ + 5e1 + e2 - e

such that

H - + + e= .98407

C1  - e + e = 538.591 2 2

C I  = C11 + C12

C > 525
1

F > 2
1
F2  > 2

e e. 0 i = 1,2

as well as equations (21)-(26) and all variables are nonnegative.

Optimal solution:

z = 73.25 C1  = 525 F = 4.71
+1

e+ = 0 C = 199.54 F1 = 2

e = 17.37 C12 = 325.46 F2 = 2.71
+

e2 = 0 A = 130 H 165.97

e 2 = 13.59 B = 200
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APEN~DIX C

(M22) min z .0926e- - e2 ++e

such that

S -e, 1  + e 1  6480

C -e + + e72 2 .2-

C 2  -29.4V + 18W

W > 8

e +e1  0 i =1,2

as well as equation (27) and all variables are nonnegative.

Optimal solution:

z = 12.69 C 2 = 375

e+=0 S = 6437.17

eI= 103.05 W =8

e+= 0 V =7.857

e2= 3.15
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SOLVENT EXTRACTION OF BORON FROM INDUSTRAL WASTEWATERS

Steven C. Chiesa
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ABSTRACT

As the demand for irrigation water throughout the western portion of the

United States grows, the use of reclaimed wastewater for agricultural use is

being contemplated with increasingly greater frequency. The suitability of

reclaimed wastewater for irrigation is strongly dependent on the post-

treatment concentration of certain effluent constituents. Boron is one of

these critical effluent constituents. When present in sufficiently high

concentrations, boron is toxic to many forms of plant life, including many

agriculturally valuable crops. Boron behaves as a conservative pollutant in

conventional secondary wastewater treatment systems with little net removal

normally expected or observed. Pretreatment of industrial wastewaters to

remove boron may, accordingly, be necessary where high effluent boron

concentrations limit the beneficial uses of reclaimed wastewaters and/or

surface water receiving conventionally treated effluents.

This research project evaluated liquid/liquid extraction as a means of

removing boric acid from industrial wastewaters. An Air Force photography

lab wastewater was used as a test case. Two organic solutions were examined

for their relative ability to serve as effective extractants for boron. A

solution containing 4-t-butylcatechol as the principal reactive agent was

found to be the best extractant for treating low ionic strength aqueous

solutions. The extractant could be stripped of boron during subsequent

contact with a dilute hydrocholoric acid solution.
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INTRODUCTION

Many communities in the western United States are contemplating the use

of reclaimed wastewater for irrigation. The suitability of reclaimed

wastewater for this type of disposal/resource recovery option is strongly

influenced by the concentration of residual constituents in the treated

effluent. Boron is one particular element which, when present in

sufficiently high concentrations, can potentially render a reclaimed

wastewater unfit for irrigation purposes. Boron phytotoxicity has been well

documented in both agricultural and water quality oriented literature

sources (1-3]. Concentrations in irrigation waters as low as 0.5 mg/L have

been recommended to protect boron sensitve crops while other crops have been

shown to tolerate irrigation waters containing up to 4.0 mg/L of boron

[2,3]. Anticipated effluent boron concentrations should be compared against

these guidelines to determine if pretreatment and/or alternative disposal

options should be explored. Even where direct irrigation with reclaimed

wastewater is not contemplated, receiving stream water quality standards may

dictate that boron source control be considered.

The need to investigate pollution control technologies designed and

operated specifically for boron removal is related to the conservative nature

of this element in conventional secondary treatment facilities. Waggott [3],

Dagon [4] and Lapp and Cooper [5] have examined the fate of environmentally

relevant forms of boron in a variety -of secondary and tertiary treatment

operations and found little net removal from aqueous carrier streams.

Conventional biological treatment processes, in addition, tolerate boron

concentrations well in excess of those identified as being inhibitory to even

the more resistant types of plant life (6,7]. Given the aforementioned

constraints, mandated pretreatment of industrial wastewaters for boron
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removal becomes one of the few viable options available to sewerage system

managers when effluent boron levels must be controlled. Ion exchange, using

boron selective resins (5,8-10], and liquid/liquid extraction operations (11-

16] both have been employed to remove boron from aqueous carrier streams.

While ion exchange systems have proven to be capable of maintaining very high

boron removal efficiencies, the economics of this option are strongly

influenced by preliminary treatment requirements and resin regeneration

chemical costs [5,9,10]. Use of liquid/liquid extraction for boron removal

has been limited to concentrated brines where boric acid recovery was used to

offset costs associated with phase separation operations. Few full-scale

boron removal facilities have been constructed based on these technologies

and fewer, if any, have been designed to operate with low ionic strength

industrial wastewaters as the aqueous boron carrier phase.

This investigation was conducted specifically to determine the ability

of liquid/liquid extraction technology to effect the removal of boron from

low ionic strength aqueous carrier solutions. Boric acid was selcted for

evaluation as it is the most frequently encountered form of boron in both

domestic and industrial wastewaters. Recent innovations in liquid/liquid

extraction technology have also made a wider variety of waste streams

potentially amenable to this method of treatment. The development and

production of high quality hydrophobic and hydrophilic porous membrane

systems, in particular, have extended the potential concentration range of

liquid/liquid extractions to encompass relatively dilute influent carrier

solutions (17-21]. Successful application of this technology for boron

removal is dependent on identifying a minimally water soluble organic solvent

which is capable of efficient extraction of boron from an aqueous carrier and

chemically compatible with the membrane material.
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MATERIALS AND METHODS

Test Extractants. The two organic extractant solutions evaluated as

part of this investigation are indicated in Table 1. Both extractant systems

have been reported in the literature as being capable of effectively removing

boron (as boric acid) from brines and highly acidic solutions.

2-ethylhexanol (Alrich Chemical Company) represented a simple, single

component organic extraction system.

4-t-butylcatechol (TBC) (Aldrich Chemical Company) was used in

conjunction with tri-(n-octyl)amine (Sigma Chemical Company) to reduce the

requirements for co-extraction of aqueous phase cations [11]. Both

components were dissolved in Shell 42 (Shell Oil company), a high-boiling

point alkylated aromatic hydrocarbon solvent. Preparation of the mixture

followed the procedure described by Grinstead (11]. Extractions with TBC-

containing solutions were conducted only after the aqueous phase pH had been

adjusted to either 4.5 or 5.0 to prevent oxidation of the catechol [11].

Preliminary extractions carried out with aqueous phase pH values lower than

4.0 resulted in significant reductions in extraction efficiency (.ie. lower

mass distribution coefficients). Subsequent experimentation with the TEC-

based extractant focussed on conditions yielding optimum partitioning.

Test Aqueous Solutions. Most extraction runs were conducted with a

synthetic wastewater solution containing 10 to 50 mg 1 I boron (as boric

acid) and 500 mg/L calcium chloride in distilled water. pH was adjusted with

1.0 N hydrochloric acid as required.

Boron extraction was also evaluated using effluent from an Air Force

base photo processing facility. Boron-containing compounds are used in photo

processing operations as part of photo developing and fixing solutions. Here

again, boron existed in solution as boric acid. Previous sampling of this
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Table 1. Boron Extractants Evaluated

Reported Value(s) of Boron Stripping
Extractant Mass Distribution Coefficient Solution Reference

2-Ethylhexanol 15.5 - 16.8 caustic [13]

0.2 M TBC
+ 0.2 M TOA in 61 acid [ill

Shell 42

TBC =4-t-butylcatechol

TOA = tri-(n-octyl)amine
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waste stream indicated that boron concentrations generally ranged between 3.0

and 50.0 mg/L. The 15 liter sample of wastewater collected for these

experiments contained 4.4 mg/L boron. A concentrated boric acid stock

solution was used to increase the initial boron concentration for many of the

batch extractions. Aluminum sulfate (as alum, Al2 (SO4 )3*I8H20) was added to

the photo processing wastewater to reduce remove color related compounds

which apparently contributed to the formation of a potentially problematic

film observed in a number of preliminary batch extractions. Extractions were

conducted on samples generated after settling and filtering the alum-treated

effluent. Boron concentrations were determined and final pH adjustments were

made only after the alum pretreatment step.

Characterization of Extractants. The potential efficiency of an organic

solvent in a liquid/liquid boron extraction operation is related to the

partitioning of boron between the immiscible solvent and aqueous phases. A

system distribution coefficient was used in these experiments to quantify

partitioning between the two phases. The coefficient was numerically equal

to the ratio of target solute equilibrium concentrations in the organic

solvent and aqueous phases [22].

Batch extractions were conducted by contacting/mixing equal volumes of

wastewater and organic solvent (phase ratio - 1:1). The majority of

exractions were conducted using 20 ml (total volume) Mixor liquid/liquid

extraction systems. Approximately 200 piston strokes were used as part of

the contact phase to insure that equilibrium conditions were achieved. The

Mixor systems provided suffient sample volumes to analyze the post-extraction

aqueous phase for residual boron and the solvent phase for boron re-

extraction potential. Re-extraction of boron from solvent phases was

conducted in 10 ml (total volume) Mixor systems. Boron distribution
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coefficients between organic solvent phases and stripping solutions were

again determined using post-contact equlibrium boron concentrations.

A limited number of extractions were conducted using 150 ml of aqueous

and solvent components. These larger volume extractions were used detect

emulsion formation or other potentially problematic side reactions.

Separation of the two phases after mixing was completed using a separatory

funnel. All extr-tctions (and re-extractions) were conducted at room

temperature (22±20C).

Continuous Flow Experiments. Continuous flow liquid/liquid extraction

experiments were conducted using bench-scale contained liquid membrane

extraction modules. The prefabricated systems (Hoechst Celanese model number

E-400/0.7) consist of two intertwined bundles of porous, hydrophobic -hollow

fibers contained with-.L a polypropylene chamber. The modules allow

countercurrent flow of aqueous waste and stripping streams within the two

fiber bundles. The solvent phase, contained by the polypropylene chamber,

surrounds the fiber bundles and acts as a carrier medium between the two-

aqueous phases. Any ionic or molecular form soluble in the organic

extractant will diffuse across the waste-solvent interface, diffuse through

the stationary solvent phase and then diffuse into the stripping solution

until equilibrium conditions are achieved. By maintaining aqueous phase

operating pressures slightly greater than the organic phase operating

pressure, solvent flow through the fiber pores is prevented and aqueous phase-

solvent phase interfaces are continuously maintained at the fiber surfaces.

Such membrane systems provide a mechanistically simple means of non-

dispersive extraction of a target solute from an initial carrier phase to a

second, immisible, solvent phase. Use of the continuous flow strippihg

solution provides in-situ regeneration of the organic extractant (23].
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Extractions were conducted by recycling waste and stripping solutions

between completely mixed reservoirs and the extraction module. Flow rates

for waste and stripping streams were equal and constant. The waste volume

treated in each run was 2.0 liters. The stripping solution volume was also

2.0 liters. pH control in the wastewater reservoir was accomplished, where

specified, by adding concentrated solutions of sodium hydroxide or

hydrochloric acid to maintain pH within 0,1 pH units of the target value.

Analytical Procedures. Boron concentrations were determined by the

carmine method (24]. pH was determined with an Orion Model SA 230 pH meter.

RESULTS

Batch Extractions Using the Synthetic Wastewater. R.ults of the

individual boron extraction runs using 2-ethylhexanol as the principal

extractant for an aqueous phase pH of 4.5 are presented in Figure 1. A boron

mass distribution coefficient of 0.29 (r2 - 0.994) was determined for all

data generated with aqueous phase pH values between 4,0 and 7.0. Results

for the 2-ethylhexanol-based extractions verified previous observations

related to the effect of pH on boron partitioning. This value for the mass

distribution coefficient was significantly lower than the range of values

reported by Kristanova et al [13] using the same extractant. The lower

distribution coefficient observed in this work is probably the result of the

relatively low hydrogen ion concentrations and ionic strengths provided in

these experiments compared with those employed by others [12-16].

Results of boron extraction runs using TBC as the principal extracting

agent in contact with a synthetic waste solution at pH 4.5 are presented in

2
Figure 2. A calculated boron mass distribution coefficient of 30.4 (r -

0.986) represents a significant improvement over the value determined for 2-
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ethlyhexanol. The value also compares reasonably well with values reported

in the literature for boron extraction from calcium and magnesium chloride

brines [11]. TBC-based boric acid extractions were apparently much less

sensitive to variations in ionic strength than are 2-ethylhexanol-based

extractions.

Batch Extractions Using Photo Processing Wastewater. The photo

processing wastewater evaluated had a slight yellowish color and a pH of

6.5. Solution pH was reduced to 5.5 and 4.5 with the addition of 80 and 500

mg/L aluminum sulfate, respectively. With this range in alum dosage,

precipitation reactions were observed at pH values of 5.5 and greater. Where

precipitation did occur, there was essentially complete -removal of color from

waste samples. No color removal was recorded for conditions not yielding

precipitates. Precipitation and removal of precipitated solids increased the

speed of subsequent aqueous-organic solvent phase separations.

Boron mass distribution coefficients for solvent-photo processing

wastewater batch extractions were essentially the same as the values

determined for the synthetic wastewater. Other ionic componencs in the photo

processing wastewater did not apparently contribute to any "salting -out"

effect. Likewise, the alum dosages utilized did not influence equilibrium

boron concentrations.

Solvent Re-Extraction Experiments. Concentrating boron in- a stripping

solution is an essential element of any proposed liquid/liquid extraction

treatment system. If boron partitioning between the solvent phase and

aqueous stripping solution is not significantly biased -towards -the aqueous

phase, large volumes of the stripping solution must be used to sequester the

boron removed from wastewater streams in the intial extraction step. Dilute

stripping solutions will result in higher diposal/processing costs.
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Results of solvent re-extraction experiments are presented in Table 2.

For 2-ethylhexanol, the mass distribution coefficient for the solvent-caustic

stripping solution system was identical to that determined for the test

wastewaters. This implies a volume of stripping solution well in excess of

the volume of waste treated would be necessary to signifcantly reduce

effluent boron concentrations.

The TBC-based extraction solution was effectively stripped of boron by

a 2.0 N hydrochloric acid solution. When taken in conjuction with the waste-

solvent mass distribution coefficient, boron concentrations in the stripping

solution could easily be magnified by several orders of magnitude compared to

effluent boron levels. Small volumes of a concentrated boric acid solution

could then be generated for possible boron recovery.

Extractions Using Contained Liquid Membrane Systems. Operation of the

contained liquid membrane systems was designed to qualitatively demonstrate

the ability of such systems to remove target waste impurities. Results for

test runs using each organic extractant are presented in Figures 3 and 4.

The run conducted with 2-ethlyhexanol, as shown in Figure 3, proved that the

contained liquid membrane system was capable of tranfering boron from the

wastewater sample to a "remote" stripping solution using the immisible

organic solvent as a carrier/shuttle. The equilibrium boron concentrations

were consistent with the volumes of the two aqueous solutions and values of

the mass distribution coefficients determined during earlier batch testing.

Equilibrium condistions were effectively reached after six hours or nine

turnovers of the wastewater reservoir volume.

Contained liquid membrane system operation with the TBC-based organic

extractant, as presented in Figure 4, is typical of two runs mpdo with the

prefabricated extraction modules. In both cases, nn reduction i .a.tewater
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boron concentration was observed. This was particularly surprising seeing

that ,quilibrium of the synthetic wastewater with the solvent alone (no

stripping) would have resulted in 35 percent removal of the waste boron. The

first extraction run provided control of the wastewater reservoir pH at a

value of 5.0. In examining the system after the first run, it was found that

maintaining pH in the waste solution reservoir at a target value did little

to control the pH in the extraction module. Due to high fiber surface area

and the rapid production (and/or transfer) and low buffering capacity, the pH

of the aqueous waste stream was rapidly reduced to approximately 2.0 and the

initial extraction step was apparently inhibited. The second extraction run

incorporated a well-buffered wastewater sclution to minimize pH reductions in

the extraction module. The absence of lack of boron removal realized in this

run, however, was again inconsistent with batch extraction results.

The unexpectedly poor performance of the contained liquid membrane

extraction system with the TBC-based extractant may be related to two

possible phenomenon. In one cases, a stagnant aqueous film with a

consisitently low pH may have formed at the wastewater-solvent interface,

preventing effective partitioning between these two phases. Alternatively,

the aromatic hydrocarbon solvent (Shell 42) used in the extractant mixture

may have adversely affected the fiber pore structure thereby preventing mass

transfer of the boron from one fiber bundle to the other.

Equilibrium boron concentrations determined for aqueous solutions in

waste and stripping solution reservoirs were used in mass balance

determinations for total system boron. Final mass balances closed to within

three percent of the initial mass of boron in the system. The solvent phase

volume was less than 40 ml and contained only a small fraction of the boron

at equilibrium.
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DISCUSSION

Removal of boron from industrial wastewater streams using liquid/liquid

extraction appears to be technologically viable. While a number of

extractants have been shown to be efffective partioning agents for boron

contained in brines and highly acidic solutions, many of these extractants

will not be as effective in removing boron from dilute waste streams. Low

mass distribution coefficients associated with boron extraction of dilute

wastewaters may eliminate many extractants from consideration unless

exceptionally effective stripping solutions can be identified. Use of

liquid/liquid extraction to remove boron from dilute industrial wastewaters,

however, should focus on those extractants exhibiting high boron mass

distribtion coeffients under field conditions together with an ability to be

effectively stripped of boron by a second aqueous stream. Such a combination

of characteristics will maximize boron concentrations in stripping streams,

minimize disposal costs and increase the potential for boric acid recovery.

The TBC-based extractant system evaluated as part of this investigation

appears to meet these general criteria.

Contained liquid membrane systems appear to be an attractive alternative

to conventional liquid/liquid extraction technology and could compete with

ion exchange or adsorption for the removal of a variety of pollutants. No

special facilities are required for phase separation and relatively small

volumes- of solvent are required. MattLLmatical models are' currently being

refined in an efffort to help engineers design and/or predict the performance

of full-scale systems [25].

Any assessme ,t of contained liquid membrane technology for the removal

of boron or any other target waste constituent, however, must consider a

number of related factors which may influence system technical feasibility
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and cost. Organic extractants must be chemically compatible with the fiber

material. Preliminary treatment requirements must be identified particularly

as they relate to potential clogging problems within the hollow fibers.

Larger diameter fibers can be used to minimize clogging by particulate

material but only at the expense of reduced fiber volume-specific surface

areas and lower mass transfer rates. Reactions in thin, stagnant difussion

layers at phase boundaries must also be identified to insure that

partitioning will not be impeded of inhibited. Chemical costs associated

with the use of a particular extractant (.ie. for pH control, etc.) must be

quantified. The impact of small quantities of extractant in the treated

effluent stream must be evaluated in order to prevent creating greater

environmental problems than the one solved by treatment. Lastly,

unintentional removal of waste constituents other than target pollutants

should also be investigated for potential impacts on stripping solution

disposal/resource recovery options. In summary, while contained liquid

membrane systems offer a number of desirable characteristics, extensive

pilot-scale testing should be conducted on any waste stream before full-scale

application of the technology is implemented.

V. CONCLUSIONS:

The following conclusions have been reached based on the experimental

results detailed in previous paragraphs.

* Boron, when present in a dilute aqueous solution as boric acid, can be

extracted using a suitable organic solvent. Alkyl catechols, such as

4-t-butylcatechol, appear to be capable of removing boron from low

ionic strength aqueous streams in liquid/liquid extraction processes.
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* A porous hollow fine fiber membrane system, based on contained liquid

membrane extraction technology, can effect the removal of boron from

dilute, low ionic strength wastewaters. The organic solvent solution

making up the contained liquid membrane, must be compatible with the

hollow fiber material and sufficent pretreatment must be provided to

prevent clogging of individual fibers. Reactions potentailly

impacting the composition of stagnant phase boundary layers must also

be evaluated to insure extraction.

* Alum pretreatment of a test photo processing wastewater appeared to

eliminate any potential problems with interfacial film formation.

Formation of stable emulsions was never observed. Extraction of boron

from the photo processing wastewater was identical to that observed

for a low ionic strength synthetic wastewater.
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ABSTRACT

Although some changes were required in the original protocol

in order to complete the research work in this project, the

objectives as outlined in the proposal were completed.

Unfortunately, the study did not reveal a distinct advantage of

SEM analyses over TEM analyses for asbestos as anticipated at the

time the proposal was written. Several distinct characteristics

were evident from the work: (1) TEM analysis shows a bias toward

analyzing chrysotile fibers; (2) SEM shows a bias toward

analyzing amosite fibers (amphiboles); (3) both methods have the

same relative reliability in determining asbestos in'a sample

whose fiber count is greater than the action level (30 fibers/l0Q

fields); (4) there is a small cost advantage in SEM over TEM

instrumentation but considerably less than anticipated; (5) SEM

may be an excellent method for providing information to AF safety

engineers about an asbestos problem.
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I. INTRODUCTION

The basic format laid out in the original proposal (dated

October 4, 1988) was used in this work except for the following:

forty five air samples instead of 20-30 were collected by

OEHL/SA, Brooks Air Force Base, TX 78235 for TEM and SEM asbestos

identification comparison. All samples had been previously

analyzed by PLM and had an action level greater than 30 fibers/

100 fields (PLM field).

In the original proposal, the TEM analyses was supposed to

be performed by the P.I. and his graduate assistant; because of

difficulties at the University of Scranton, the work was not

performed as described. Furthermore, early in the study, the P.I.

realized that he had insufficient training in TEM analyses to

obtain "good" results. As such, the actual analyses were

performed by a skilled TEM technician under the P.I.'s

supervision using NIOSH procedure 7402.

Similar difficulties at OEHL/SA required a change in their

."i'protocol. The samples were not analyzed on the Brooks SEM prior

to transmitting the samples to the P.I. Because of the lack of

prior analyses, the P.I. traveled to Brooks AFB to personally

analyze each SEM samples on the Amray 1820 SEM during January,

1990. Because of the change in format, i.e. the inability to

perform two independent studies, the data was not transmitted to

Mr. T. Thomas as blind results. All datum was in the hands of

the P.I. throughout the work and some bias may have been

introduced into the work (see section III-D)
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II. PROCEDURES

All analyses were performed according to standard methods

(1,2,3) which will not be repeated here.

Sample 116 was damaged in transit to Brooks and no SEM

data was obtained for this sample. Ten SEM samples

(#107,108,120,123,131,133,136,138,139 and 141) were rerun when

initial evaluation indicated inconsistencies (see Table 1).

Because of cost restraints, only 40 of the 45 samples were

subjected to TEM analysis. The five samples not run on the TEM

were selected because preliminary PLM data indicated that they

would show little or no asbestos. SEM analysis of one of these

unsubmitted samples indicated amosite and chrysotile (sample

#138) and chrysotile and anthopholite in another sample (#141).

Three samples that were not run on the TEM (#129,132 and 135)

indicated no asbestos. Two samples were not determined on the

TEM (#120 and 134); sample 120 had too much interference from

calcium silicate to make a valid identification of the fibers;

the fibers in sample 134 were "packed" on the grid and could not

be resolved.

III. RESULTS

A. Samples containing asbestos.

TEM analysis of 32/40 of the samples (80%) indicated either

chrysotile or amosite fibers. Usually both fiber types were

present. Normally all fibers on ten grid openings were evaluated

for asbestos, this corresponds to a PLM field. Only 29/44

samples indicated asbestos by SEM; however, the number does not

give a full story which will be critiqued in section III-C. Since
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SEM does not concentrate the fibers in a sample and does not have

a PLM equivalence, a greater scanning time was required for real

samples than with a TEM.

Furthermore, because of the time restraint placed upon the

P.I. in performing the SEM analysis, only four fibers were

originally selected from each sample for qualitative analysis.

More fibers were analyzed to correct for anomalies or when

inconsistencies were present, e.g. sample 108 (see section V).

The number of fibers given in Table 1 is the number for which the

X-ray analysis was performed by TEM or SEM and not the total

number investigated (the number is given in one column for each

method). Many fibers, which would be counted by PLM evaluation,

were rejected because it was evident to the P.I. that these

fibers were not asbestos. Furthermore, when several fibers

indicated the presence of amosite in the sample, many fibers

which were probably amosite, were not analyzed to facilitate

completing the work in the available time. If every fiber had

been counted and tabulated, better quantitative comparison

between TEM and SEM numbers might be possible. Unfortunately,

this factor was not discerned until the data was being evaluated.

B. Number of asbestos fibers in the samples.

In the TEM analysis 2739 fibers were investigated and in the

SEM work 222 fibers were studied. The difference in the number

is more due to the time available for the work than any other

factor. Almost three months were available for analyzing the TEM

samples, but only 18 days were available for the SEM work. Some

of the time available for the SEM study was required to reprogram

the Amray and LAS systems. If the same amount of time were
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available for both studies, a more comparable number of fibers

would be in both data banks. Furthermore, a larger number of

fibers were "passed over" in the SEM work than in the TEM study.

In the TEM study, 29.3% of the fibers were identified as

chyrostile, 24.5% were amosite and 0% were other asbestos fibers.

A total of 53.8% of the analyzed fibers were asbestos. In the

SEM work, only 3.1% were identified as chrysotile, 56.7% as

amosite, 2.25% as other asbestos fibers for a total of 62.0%.

In the TEM work, a large number of small fibers were read.

Their dimensions were below 0.5 um in length and 0.2 um in

diameter, which places them below the NIOSH limit for

determination. The small fibers increased the total number of

fibers read on the TEM but contributed little to sample

understanding, i.e. which and how much of each asbestos type was

present in the samples. Furthermore, as mentioned earlier, many

SEM fibers were not given an elemental analysis because the P.1.

knew they could not be asbestos and would not warrant the

instrumental time. In both investigations, undue bias was given

to the morphology of the fibers visible in the electron microsopy

field and tended to yield a distorted result as discussed in

section III-D.

C. Samples Showing No Asbestos.

In the TEM analyses, 8/40 samples yielded zero asbestos

fibers. In the SEM analyses, 14/44 indicated no asbestos.

However, three of the SEM samples which indicated zero were not

analyzed on the TEM and direct comparison cannot be made, thus

12/41 of the duplicated analyzed samples tested zero and can be
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used for evaluation.

SEM analysis of sample #120 indicated both amosite and

chrysotile, whereas the TEM did not indicate any asbestos. Eight

fibers were read on the SEM; one was chrysotile and another two

fibers were identified as amosite. Twenty two fibers were read

on the TEM, none indicated asbestos.

No asbestos fibers were found in Samples #123,127,130 and

139 by SEM, yet the TEM gave positive results. The PLM counts

were 49.5, 82.5, 96 and 32.5 fibers respectively for these

samples. TEM analysis of samples #127 and 130 indicated two and

one chrysotile fibers respectively and no amosite in either

sample. It is dubious that this low count has relevance and the

results would depend upon where the samples were cut from the

filter. Because of the question in comparing the relevance of the

TEM and SEM for these low levels trial results, the samples were

deleted from the final evaluation. The TEM analysis of sample

#139 indicated nine chrysotile fibers and one amosite. As

indicated in other sections of this report, TEM favors

determination of chrysotile whereas SEM favors determination of

amosite; thus the discrepancy between the systems are within the

limitations of the methods for the samples. SEM analysis of

sample 123 indicated no asbestos, although nine of the fibers

with asbestos morphology were analyzed, none fit into the element

ratio or cation/anion ratios demanded for the seven common types

of asbestos. The TEM analysis indicated thirty chrysotile and one

amosite fiber. This can only be deemed an analytical error.

If the low fiber count samples are eliminated from the

evaluation, the study indicates that the TEM work failed to
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identify asbestos in one sample (#12) and the SEM work had the

same difficulty for a different sample (#123). For the TEM work

8/40 or 20% of the samples showed no asbestos; whereas after

corrections 8/41 or 19.5% showed no asbestos in the SEM work. For

all practical purposes these are the same numbers. Seven samples,

which contained zero asbestos in both studies, were identical. If

both sample #120 and 123 were deemed incorrect, it would appear

as if the cross reference reliability for negative results is

about 90% for both methods.

D. Comparison of Amphibole Analyses.

Because chrysotile contains a tubular morphology (see

McCrone's Particle Atlas for examples), it is extremely easy to

identify chrysotile fibers on a TEM grid. Because of the tubular

characteristic, the counting and identification of chrysotile in

the TEM study appears to be biased. Furthermore, chrysotile

fibers are very small (there are always more fibers which were

less than 0.5 um in length than fibers greater than 0.5 um).

After the presence of chrysotile was assured in the sample, many

of the fibers were deemed chrysotile because of this property

without determining the crystal structures. 29.3% of the

identified fibers were chrysotile and only 24.5% were amosite.

No other asbestos fibers were identified.

On the other hand, the straight fiber property of amphiboles

makes these fibers easy targets for-identification in SEM work,

85% of the positively identified fibers were amosite, only 10%

were chrysotile and 5% were other amphiboles. The latter is

significant since it shows the only real variance in the two

methods, three fibers were identified by SEM as crocidolite, one
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as tremolite and one as anthopholite. It is possible that these

were missed in the TEM analyses because of the sample selection;

however, considering the bias which appears to exist in the two

methods, it is highly likely that they were misidentified as

amosite or totally ignored in the TEM assay process.

IV. STANDARDS

All analytical instruments must be standardized on a routine

basis, the Amray 1820 and Tracor-Northern X-ray Analyzer are no

exception. These instruments had not been standardized for

asbestos analyses in the sixteen months since the P.I. had used

them for the initial analyses. Although a complete

restandardization was not made, a half day was devoted to

reprograming the Amray SEM-EDXA system and another half day spent

in correcting the computer library on the LAS system. Difficulty

was also encountered with sample #108 and illustrated the type of

problems that arise when a system is not maintained on a "ready"

basis. None of the problems were formable, but they required

about two and a half days of the P.I.'s time which could have

been devoted to assay work.

Furthermore, if the method is used on a routine basis, it

must be remembered that drift in the SEM, overlap of bands due to

matrix effects (e.g. different types of cellulose acetate

filters) and changes in manufacturer's software will probably

require a monthly update of the computer programs. This is

absolutely necessary in order to produce the confidence or

assurance of the results required by OEHL.
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V. LIBRARY

The Tracor-Northern library is capable of analyzing all

elements using either K, L or M X-ray lines; however, it only

produces elemental assays. The LAS computer has been programmed

to accept TN data and determine the element/silicon and

cation/anion ratio to help the analyst make a decision whether

the analyzed fibers are asbestos or non-asbestos material. The

LAS system contains a library for analyzing only the seven common

asbestos fibers(3).

Since papers are beginning to appear which indicate that

most mineral fibers which have the ERM criteria and, not only

asbestos fibers, causes lung diseases, I feel it would be wise to

expand the LAS library to include other common mineral fibers

like fiberglass (silicon dioxide materials) and ceramic fibers

(aluminum silicate materials). The latter materials were

commonly found in the samples used in this study. They could not

be identified by the TEM method used in this study but showed up

in the SEM work. They were not observed in the original procedure

set-up in 1988 because it was assumed that the aluminum was

background from the SEM studs. This latter interference can now

be avoided.

VI. PROBLEMS

A. Sample 108

TEM analysis of sample #108 indicated no asbestos fibers.

Initial SEM analysis of sample #108 indicated the presence of

ferroactinolite (FeAC), an asbestos fiber not normally found in

air samples. The lack of TEM data to support the SEM data is not

unusual considering the problems discussed in section III-D.
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Sample #108 was rerun on the SEM when the discrepancy was

realized. The rerun indicated no asbestos; however, there was

doubt in the mind of the P.I. A standard FeAC sample was

prepared and reentered into the LAS library. The new standard and

suspected fiber were fingerprinted. When the two samples were

compared side by side, it was evident that the suspect fiber was

not FeAC. Although this is a standard analytical method for many

analytical techniques, like IR, it is not as common in electron

microscopy. The need for this type of verification of "real"

samples increased the time required to perform a specimen

analyses by about two hours.

From the current studies, I would guess that approximate 10-

15% of an analyst's time will be needed for updating and

restandardizing the equipment and computer program if a "ready"

system is to be maintained.

B. Number of Fibers

If the method is used for routine analysis, the amount of

time involved in preparing a sample and scanning the fields may

not justify looking at all samples with only 30 fibers/PLM field.

A count of 50/PLM field is probably a better figure. Even if

every sample with only 30 fibers is investigated, a sliding scale

of fiber analyses should be used to assure good results and

reduce excessive analyst's time. The following scale is

suggested: at thirty fibers/PLM field only four fibers need to

be analyzed to determine whether the sample contains asbestos; at

100 fibers/PLM field, ten to 15 fibers need to be analyzed; over

200/PLM, about 20 fibers need to be analyzed. If the rejection
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rate based on operator expertise is greater than 50% before

analyzing four fibers, the number of asbestos fibers are probably

too small to warrant further consideration. Negative samples

should be reported but require no action.

VII. SUGGESTIONS FOR FUTURE USE OF THIS WORK.

A. Standard SEM Method

The wide discrepancy in the TEM versus SEM numbers is partly

due to the lack of a standard method for searching, counting and

analyzing fibers by SEM. Because this was a qualitative study,

the SEM study was performed on random fibers, whereas the TEM was

run on a fixed number of fibers on equivalent PLM fields. The

SEM fields need to be standardized and marked and only those

fibers in the field should be analyzed; every fiber in the marked

field needs to be counted and determined if not by X-ray, at

least by morphology. A more systematic method for reading fibers

by SEM will produce better comparison of TEM/SEM quantitative

numbers.

B. Use of the Method

Although the SEM method used here is not approved by EPA for

asbestos analysis, the P.I. feels that it is a good method for

routine analysis of air samples, not only at OEHL/SA but also in

other laboratories. It is a viable method for monitoring an

asbestos environment. Therefore I suggest that the following be

considered: when a sample exceeds the action limit, a SEM

analysis be performed on the sample to determine the approximate

% of asbestos on the filter. This SEM results should be

transmitted to the environmental engineer submitting the samples

in order to assist him in making a decision on how to correct a
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possible health hazard. The following is an example of a

potential problem:

PLM analysis of sample #134 indicated 274 fibers/PLM field.

TEM analysis indicated 37% of the fibers are either chrysotile or

amosite and SEM analysis indicates that as many as 50% of the

fibers could be asbestos. The P.I. has no knowledge about where

or how the sample was collected, but the electron microscopy

indicates that a potential health hazard exists. The base

engineer should be made aware of this information. OEHL/SA is

capable of performing this service and should do so.

VIII. PERSONNEL

A. SEM Technician.

From the experiences learned in this work, it is evident

that an experienced SEM technician is required to perform the

work requested in the previous sections. The technician needs

expertise in determining which fibers should be analyzed or not

analyzed and how to make a decision whether a sample should be

rerun. Fingerprinting technique requires SEM-EDXA expertise and

the procedure will often be needed for the exact asbestos fiber

identification. Daily use of the instrument is imperative for

personnel to remain familiar with the technique, correct for

drift and library maintenance.

B. Time.

As detailed in an earlier report (6), rapid analysis is

possible, but this study indicates it can lead to uncertainty in

the results. A fiber can be analyzed in about 10 minutes under

ideal conditions but more times is required to assure that the
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answer has the degree of confidence expected of a laboratory like

OEHL/SA. Eight to ten samples/day is the maximium that can be

run; only half this number can be run when standardization or an

update is necessary. Bugs still need to worked out of the

system. They do not appear to be a serious drawback to using the

method but will inhibit productivity during initial routine

application.

IX. COSTS

The funds allotted for this project were spent according to

the budget revision submitted on October 3, 1989. A detailed

expenditure is given in the appendix.

Using a skilled TEM technician, the costs of the TEM

analyses were reduced from approximately $500/sample to

$200/sample. The SEM analyses cost $58/sample but this figure

does not reflect overhead, equipment replacement, laboratory

space, etc. When the latter costs are included in the SEM figure,

the cost/sample will double.

Based on the original work (6) the SEM method should reduce

the cost of asbestos monitoring by as much as 90%. However, when

real samples were determined, as compared with the ideal samples

used during the summer fellowship, the cost of performing an

analysis was significantly higher. It is now estimated that when

the same number of fibers are determined by the SEM as by a TEM,

the cost savings is only about 25%.

X. CONCLUSIONS

No distinct advantage or disadvantage can be shown for

either TEM or SEM from this study. When an experienced operator

performs the asbestos analyses, the same degree of results can be
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produced at a 95% confidence level. The margin of error is

approximately the same as expected in most analytical work.

Several differences exist for each method, TEM appears to possess

a bias for reporting chrysotile whereas SEM appears to possess a

bias for reporting amphiboles. The SEM methods may have a

greater discriminating ability in identifying individual

amphiboles, e.g. tremolite and crocidolite, but this may exist

only because of the method used for selecting fibers in analysis

in this study. Since a standard counting procedure does not

exist for SEM, it is possible that the discrepancy in chrysotile

versus amphibole results may disappear when a standard procedure

is developed.

Originally, it was anticipated that the work would lead to a

peer reviewed publication regardless of the results; however, two

recent publications (4,5) have appeared on the comparison of TEM

and SEM analyses. The recent papers and the work on this project

seriously overlap each other and further evaluation of the data

is required before a decision can be made as to whether this work

has produced sufficient new information to warrant a

publication.
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TABLE 1
Analyses of Samples

Project SC PLM TEM SEM
Sample Number Fiber Fiber Counts Fiber Counts. Other
Number Counts Chrysotile Amosite Chrysotile Amositei Asbestos
101 63915 237 29/125 58 0 3/7
102 63916 30.5 0/10 0 0 0/4
103 64174 123.5 0/10 0 0 0/4
104 61175 71.5 0/10 0 0 0/4
105 64362 385 71/107 10 0 3/4
106 65716 213 71/157 21 0 2/5
107 69081 366 0/14 0 0 0/4
-108 69082 387 0/10 0 0 0/8
109 69810 207 25/120 16 0 1/4
110 69811 121 8/198 11 0 4/4
ill 70462 294 29/99 18 0 3/4
112 70463 58.5 0/35 19 0 2/4
113 70464 622.5 0/115 81 0 3/4
114 70465 552.5 0/123 72 0 3/5
115 70951 46 36/135 19 0 1/5
116 70952 65 27/113 33 lost sample **
117 00076 51 1/42 3 0 2/4 l 1/4
118 00077 77 6/62 9 0 1/4
119 00309 47 17/135 4 0 1/4 I 2/4
120 02884 302 0/? 0 1/8 2/8
121 02888 131 79/112 8 0 2/4
122 16280 206 5/105 57 0 1/5
123 03168 49.5 15/61 2 0 0/9
124 03169 43 15/89 9 1/4 2/4
125 03170 85 0/11 0 0 0/4
126 51664 400 12/106 53 0 0/4 I 1/4
127 52187 82.5 2/10 0 0 0/4
128 52202 39.5 1/10 1 0 1/4
129 52987 39 NIL NIL 0 0/4
130 57080 96 1/10 0 0 0/5
131 54192 236 55/103 23 0 2/8
132 55032 32 NIL NIL 0 0/6
133 56238 119 65/75 6 0 3/4
134 57248 274 HIGH* * 1/5 2/5

=135 57428 31 NIL NIL 0 0/4
136 57431 280 0/10 0 0 0/8
137 57583 505 32/83 21 0 1/4
138 58472 31 NIL NIL 1/8 1/8
139 58575 32.5 9/19 1 0 0/8
140 58578 89 50/58 0 0 3/4
141 59220 35.5 NIL NIL 2/9 0/9 I 1/9
142 58672 113.5 7/61 22 0 3/4
143 59232 56.5 80/102 4 0 2/4
144 59543 35.5 32/59 10 0 2/4
145 59545 39.5 25/35 1 1/5 0/5
* Too many fibers on grid could not analyze.
•* Sample was damaged in transit could not perform SEM analysis.
Nil indicates the sample was not subjected to TEM analysis.
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TABLE II.

Summary of Asbestos Data

TEM SEM

Number of samples evaluated 38 44

Number which contained asbestos 32 30

Corrections for low values and duplicate
samples 30 29

Zero samples 8 14

Correction for low values 10 11

Difference in sample after correction 1 1

% Chrysotile fibers 29.5% 3.1%

% Amosite fibers 24.5% 56.7%

% Other asbestos fibers 0% 2.2%

TOTAL fibers identified as asbestos 53.8% 62.0%
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APPENDIX A

Expenditure of Funds

Salaries - P.I./Staff/Students $2,891.59

Fringe benefits - F.I.C.A. 257.00

Professional Services - TEM analysis 8,000.00

Travel SA - SEM analysis 1,526.00

Laboratory supplies 88.56

Equipment - Anatech sample preparer 4,600.00

Consumable supplies - telephone, xerox, etc. 215.85

Overhead 2,421.00

TOTAL $20,000.00
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I. INTRODUCTION

In many applications of Kriging in hydrologeological

settings, the number of observations in the realization is small

(Stevens(1988)). Therefore, the purpose of this paper is to study

the small sample properties of Kriging. In particular, the small

sample properties of the cross validation method for estimating

the zone of influence parameter of the correlation parameter.

These properties are examined by means of a controlled

simulation study. The results of this simulation study are

presented in section V. In section II, the basic ideas of Kriging

are presented and in section II, these are modified for use in

analyzing small samples. In section IV, the turning bands method

for simulation of spatial processes is presented. This is the

method used in this paper to simulate the spatial processes.
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AN INTRODUCTION TO KRIGING

Spatial estimation has its roots deep in ore estimation

problems. D.G. Krige, a South African mining, engineer, in the

early 1950's applied moving average techniques to the problem of

ore estimation (David(1977), Journel(1978)). In the 1960's, G.

Matheron, a French engineer, formalized the approach. Matheron

(1971) introduced the concept of regionalized variables to

represent functions whose values do not follow a deterministic

function over some range of va-lues. He developed a theory for

spatially distributed random variables satisfying some basic

assumptions. Matheron referred to his spatial estimation

techniques as "Kriging", in honor of Krige. Kriging today has

many applications in mining, meteorology, forestry, mapping of

ground water potentials, air pollution concentrations, geologic

surfaces, and oil field delineations.

Kriging is essentially a stochastic method of interpolating

sparse data that is spatially correlated. The interpolated or

estimated values are then used to estimate the contours of the

spatial process. Kriging, as will be seen later, consists of

basicly two areas. The first one is to estimate a measure of

correlation between the spatial observations. This measure is

generally a function of the distance between observations. The

second area is to estimate the Kriging weights that are used in

the prediction. These weights are a measure of the relative

influence of each observation on the interpolations. These

weights are dependent on the measure of correlation.
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Generally, in statistics, it is assumed that there are n

independent and identically distributed (lid) random variables

each with density fx(x). Also assume that

f W exp ((x-)) (1)

that is, the random variables are normally distributed. The

theory of estimation and hypothesis testing has been extensively

developed for this situation. Now suppose there is just have one

observation X from a normal population. What can be done ? The

mean, p, can be estimated, but the variance, a 2 cannot. One

cannot test hypotheses either. This is the situation that arrises

in spatial estimation. That is, only one realization of a spatial

process is observed from a collection of all possible realizations

of the process. This collection of all possible realizations is

called an ensemble.

Assume a realization Z( I), . . . ,Z(§) of a spatial process

at locations c, . . . ' M IR has been observed. Generally

m=2 or 3. In order to make valid statistical inferences from a

single realization of the process, several assumptions need to be

made. In Kriging, these assumptions are

E(Z(I)) = M j. e c Cm (2)

Var(Z(i)-Z(,%+hj) = 2r(Q). (3)

The quantity 2r(l) is called the variogram (r(h) is called the semi-

variogram). Note that 2y(*) depends only the distance bL between

Z(g) and Z(;+b) and not on the location g.. These two assumptions

lead to a class of Intrinsic stationary processes. This class of

processes is broader than the class of second order stationary

processes and strictly contains the class of second order

stationary processes. A process is said to be second order
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stationary if (2) holds, the covariance function exists and

Cov(Z(§.),Z(z.+h)) = C(t). (4)

If C(*) exists then y(l) = C(2)-C(b). This relationship can best

be illustrated by the following figure.

h

Figure 1. Relationship between covariance and variogram

If the variogram depends only on li, that Is, the norm of

the distance, i.e. y(bL) = y(jh.), the variogram is said to be

isotropic. If the variogram depends on both IhI and e, the

direction, the variogram is said to be anistropic. The variogram

has the following properties:

P1: The variogram starts at 0, i.e.r() = 0

P2: The variogram is an even function, i.e.r() = r(-i) > 0

P3: The variogram must satisfy the conditional negative

semi-definiteness condition, i.e.
k k

'2 =aL a y(.-aj) :5 0 for any finite number of spatial

locations {: i=l,...,kl and any real numbers

{a.:i=l,...,k} satisfying Za.=0.
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P4: When the variance exists, the variogram has a limit

i.e. lim y(11) = Var(Z(g))

P5: The variogram increases faster than a parabola, i.e.

i.e. lim 0.

I h1-+00 111 2

In practice. the variogram of the process is not known and

therefore, it must be estimated. A nonparametric unbiased

estimator of the variogram is

2yr6 -N(11) 1 zV (1') -Z (.1)) (5)N111
N(h)

where the average is taken over N(b) = {(k.,A):k.-Zj : th}

and IN(h)I is the number of distinct elements in N(b). This

estimator is influenced by extreme values of Z; therefore,

Cressie(1985) has proposed the following robust estimator of the

variogram

22(, )= IN(1)I I Z(V)-Z(oj)I )*(.457+.494/IN(b.)I) (6)
NC 11)

Once the point estimate of the variogram has been calculated,

a parametric model is fit to the estimated variogram. Some

practical rules for calculating the variogram are :

Rl: Calculate the variogram for distances h. such that

IN(1.)I > 30-50.

R2: Calculate the variogram for h such that 111 < L/2, where L

is the largest-distance.

R1 will help control the variation of he estimated variogram. R2

is practical since we are only interested in the correlation of

observations that are close to each other.
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Parametric estimation of the variogram is Important since

this estimate is used in obtaining the weights of the observations

that will be used in Kriging. There are several models that are

commonly used in spatial statistics. They are

MI: Linear model

r(1)=c +blbj

M2: Exponential model

Y(.)=c,+c(l-exp(- IbI/a)]

M3: Spherical model

,(L))=c+c (3/2)(IJJ/2)-(i/2)(Ih/a) ]  0 <Ib,1a

=c 0+C 9 II>a

M4: Power model

'(b)=C0 +a hIb 0:b<2

M5: Gaussian model

Y(h) =co+c g(-exp(-bL1z/a2 ))

M6: Logarithmic model

Y (h)=co+cLln( _fl).

In all the above models c0 is the nugget effect, i.e.

co = lim r(b).
IbI-+O

c is the value of the variogram as the distance goes to zero.

Note this is a contradiction to P1. This is brought about by

"nuggets" or micro scale variation, which causes a discontinuity

at the origin. It is easier thought of as a measurement error,

that is, sampling the same point several times and not getting the

same answers.

The value of a in the above models is called the range. it

defines the lag at which Z(A.) and Z(%+s.) are no longer correlated.
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It is often thought of the parameter that allows one to determine

which data should be included in the Kriging predictor, i.e. only

data in the range of the predicted value need to be retained. As

Cressie (1987) points out, this should be just a guideline not a

hard and fast rule.

The nugget effect, range and another parameter called the

sill are illustrated in Figure 2.

Ab.

C(O) - - - - -
C1-vorlonce of the

r h) tranition model
Y(h) _ Co. c -cc

vorloblllty due to the nugget effect

h

Figure 2. Variogram for spherical model

Most of the time the parameters are estimated by trial and

error, cross validation, or eyeball methods. This is fine if one

has good eyes and lots of practice. However, the statistical

properties of these estimators are unknown and cannot be derived.

Cressie (1985) derives generalized least squares and weighted

least squares estimates of the parameters of the model. These

types of estimators are consistent and asymptotically normal.

The problem in spatial statistics can be described ao

follows, given a set of spatial observations Z(k), . . . ,)

it is desired to predict the value of the process at some unknown
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location go, that is, predict Z(o). If it is assumed that the

observations are normally distributed then the best predictor is

E(Z() I Z(. .. . . , Z(,)). Since only a second order moment

structure has been assumed, i.e, the mean and variance, then the

predictors are restricted to linear predictors of the form

z 20 zk (7)

where the X.'s are the Kriging weights assigned to the Z(k's.

It is desired to have Z(§o) be unbiased, that is, E(Z(.0 ) = 1j. To

insure that this is true, the following restrictions need to be

put on the X.'s

= 1. (8)

Also the predictor should be minimum variance. So the

problem of Kriging can be stated as follows. Find

nZ(%) IXLZ(d,(9)
t.=1

such that

min E(.(o,_)-Z( o)) (10)

subject to

The X's can be found by solving the following system of equations

nAY -L)+ P = Y (Do -,I, i=l,...,n (12)

S= 1. (13)

where (3 is the Lagrange multiplier. These can be written in

matrix form as

I -_=z: (14)

where X = (X ,X,...,X,[3)', [ = (r(s•-),...,,(_-,,l)' and
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r = { i=n+l j=l,...,n (15)

0" i=n+l j=n+l
and F is a symmetric (n+l)x(n+l) matrix. The minimized mean

square error is given by (Kriging variance)

(2 )  = . ( -X) + (. (16 )

This is Kriging for the simple ideal conditions and constant mean

and isotropic variogram.

Often in statistics the ideal assumptions are not always

satisfied. In spatial statistics the assumption of stationary

in the mean E(Z(M.)) =M is not always satisfied. Often in fact,

E(Z(a)) = d(), (17)

where d(*) is called the drift function. Non stationarity in the

means creates major problems in estimation of the variogram and

therefore the Kriging predictors. One problem is that the

estimates of the variogram y(h) given by 5) and 6) are no longer

unbiased. Several ways of Kriging in the presence of drift have

been proposed.

The first method is called universal Kriging (Matheron(1969))

and is an extension of ordinary Kriging. Here it is assumed that

d(*) can be represented by a polynomial of finite order. This

leads to modeling Z(Q) as

Z(2) = af,() +t(), (18)

where {f (j);m=0,...,k} are known deterministic functions whose

linear combinations account for the spatial drift and the

{(c ), R"} is a stochastic "error" process which satisfies

equations 1) and 2) with p=0. Universal Kriging predicts Z(go ) by
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a linear combination of Z(,), . . . ,Z(a_), i.e

=,.2) LZ (k (19)
tat

Suppose f(g) is a polynomial of order 1 (l=0,...,k). Then the

unbiasedness condition becomes

El )y (20)

A sufficient condition for this is

f() = l=0,1,...,k. (21)

There are now (k+l) Lagrange multipliers 1o'..., 3 k. This yields

the following set of equations

r xU =r u" (22)

These look Just like the ordinary Kriging equations where now

X = (X WO, 17) (23)

?U = f(Lf (-(,o ),...,fk(ao))' (24)

and

r fn(I) i=n+l,...,n+k+l J=1,...,n (25)

0 i=n+l,...,n+k+l j=n+l,...,n+k+l

where r is a symmetric (n+k+l x n+k+l) matrix.

There are two basic problems assocVted with universal

Kriging. The first is k, the order of the polynomial is never

known and has to be guessed. The second is that r(*) is never

known and must be estimated from the residuals. The residuals are

the data - guessed drift. Mathevon(1971) pointed out that these

estimates are biased and unless the variogram of the errors is

known or calculated in a direction where there is no drift,

Universal Kriging is hard to apply.

The second method involves the use of intrinsic random
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functions of order k (Matheron (1973)). The basic idea behind

this approach is that low-order generalized increments of the

variables filters out the polynomials in the expectation. ( This

is just the n-dimensional analog of the Box-Jenkins approach to

time series analysis.) This also allows f€(1);jQR} to follow a

more general class of stochastic processes than the intrinsic

stationary class. If a generalized increment of order k is used

on the data, Kriging is still possible when the stochastic process

model is a intrinsic random function of order k. An intrinsic

random function is defined below. For clarity and ease of

notation we will restrict ourselves to R2. Let 1=(x,y) and

1=(x.,y); i=l,...,n. Let X be the n x (p+1) regressor matrix

corresponding to a polynomial of order k. For example

k=O X={1} : 1 k=1 X=l,x,y. = 1- xI yl

1 1 xa y2

1 lx n

k=2 X={1,x.,,y,x, xLYLy., 2 x y X a x y y a

1x2 y xa x y2  y a

2 2

1x yX x x Yt

Assume that X is of full column rank. Matheron (1973) defines the

random variable WgZ to be a generalized increment of order kC if

the coefficients v satisfy X'v~ =0.
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An intrinsic random function of order k (IRF-k) is defined to

be any process {Z( );&R 2} for which

.n

HV(a) = IX Z (k+1) 3IQRa (27)

is such that both E(HV (1)) and COV(Hv(I),HV (I.+)) do not depend on

.q for any k and any generalized increment vector v of order k.

Matheron (1973) proves that an IRF-k possesses a generalized

covariance function (K(b6);. e IR2 } such that for data I and

generalized increment vectors v and v* of order k

COV(v'Z.,L'7,.) = v.v'K(&-L). (28)

The generalized covariance is unique up to a polynomial of order k

and satisfies K(-b)=K(bL).

Kriging can be done using K(h) instead of r(b). Note for an

IRF-O K(h)=r(b). There are various of classes of functions that

satisfy the conditions of a generalized covariance, but one class

with nice properties for identification and estimation is the

class of polynomial generalized covariances. There are other

classes of covariances which are also useful (Cressie (1987)).

Although the mathematics for this type of process is well

developed, practically the approach described above has several

problems. The first is that, in general, it is not possible to

estimate the generalized covariance nonparametrically and there is

no easy to interpret the parameters of the generalized covariance.

Secondly, the order of the IRF-k is not known and must be guessed.

Cressie(1987) has proposed a nonparametric graphical method for

helping to determine the order. The third problem is that the

edge effects can lead to a big reduction in the number of points

that can be Kriged in this way.
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A third way of handling the drift in the means proposed by

Cressie (1986), is called median polish. Median polish eliminates

the drift and ameliorates the bias problem. To do median polish

one needs data that is collected on a regular or near regular

grid. One successively subtracts the median from each row and

column until the median for each row and column is zero. Then one

can perform Kriging on the residuals of median polish.

The final method of correcting for drift is to estimate the

drift and use a drift corrected variogram. One can estimate the

drift by

1 V (z(1+ )-Z(k. (29)

and the drift corrected variogram by

1 (30)

This approach is simpler and easy to use but still suffers from the

bias is the estimator.
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PRACTICE OF KRIGING WITH A SMALL NUMBER OF OBSERVATIONS

In the practicc of Kriging it is often the situation that

only a small realization of the process is observed, that is n<50.

In these situations the experimental point variogram often

exhibits erratic behavior and is hard to estimate parametrically.

Therefore, an alternative approach must be taken. In order to

facilitate this, it is assumed that the mean of the process is a

constant and that the covariance function, C(h), exists, i.e.

C(h)=E[(Z(§)-P)(Z(§.+6)-/) I. (31)

With these assumptions, the Kriging problem can now be formulated

in terms of linear models.

Let j be a vector of n random variables with mean m and

variance - covariance matrix V. That is,

Z ~ (m,V) (32)

Z can now be partitioned into two parts, Z.of dimension n-1 and 7

of dimension 1. Now.

where V I ,v12 , and vZZ are the appropriate partitions of V. The

problem of Kriging is now to predict Z2 given a set of

observations YI=at. That is, need to estimate E(Z 2 LI=7I). It is

known that

E(Z -(34)
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Since the estimator of E(Z 2 IZ.,=7.) is restricted to a linear,

then it is known that the best linear unbiased estimator (BLUE) is

the least squares estimator given by

Z . + v, +V' (a-M) (35)2 1 2 It

where

P (1V1) 1 V z.L. (36)

and _ is a nxl vector of l's. Here also it is assumed that V is

known.

This looks than the Kriging equations from before. However,

it can be shown that when the covariance exists then the Kriging

equations reduce to the above.

Estimation of the Covariance Function

The inherent assumption in this problem is that the

covariance between Z(L+ ) and Z(L) depends only on h=Ibj, the

distance between the two points. Since there are a small number

of points and the sample point covariance estimate has poor

structure, a simple correlation function will be fit to the data.

Some common correlation functionis are given in Table 1. The

parameter b-I is called the range, correlation zone, or zone of

influence.

There are several methods to estimate b. The method of cross

validation has a lot of appeal in this situation, because of the

limited amount of data. Cross validation is a sequential

procedure whereby each datum in turn is removed from the set of

observations and it's value is then predicted by the model based
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on the remaining observations. Then we choose the model that

yields the best fit by some "goodness of fit" criteria. Again

there are many such criterion, the one used in this study is the

minimum residual variance criterion. The residuals are defined as

S= (Z( -Z(L)). The model chosen is the one that minimizes

(1/n) ( 1 ( )-c (37)

where c is the mean of the residuals.
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TURNING BANDS METHOD FOR SIMULATION OF A SPATIAL PROCESS

The turning bands method of multidimensional simulation is a

method for simulation of spatial processes first introduced by

Matheron (1973). The method of based on the theory of random

functions. The basic concept is to transform the multidimensional

simulation into a sum of a series of unidimensional simulations,

while preserving the true characteristics of the field.

The idea of a random field is a generalization of the idea

of a random variable. Let x = (x ,x2 , ... ,xn) be a point in CR" and

Z(a) be a random variable corresponding to the point x. Then a

random field in (R" is defined to be the set ((K,Z(K));XeR"}.

Define the covariance function C(2) to be

C(XI, )  = E[(Z(;,)-E(Z(;))(Z(2)-E(Z( ))1 (38)

A random field is said to be second order stationary if

E(Z(2) = p YO" (39)

and

= C(;-X) = C(h), (40)

that is, the covariance of any two points depends only on the

distance between the points. A second order stationary process is

said to be isotropic if

C(L) = C(r) (41)

where r=jflj. That is, the covariance function does not depend on

the direction of the distance vector, but only the vector

length IbLJ. Some common covariance functions are presented in

Table 1. Since it has been noted by Manteglou and Wilson(1982)

and Krajewski and Duffy(1988) that for small sample sizes it is
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almost impossible to distinguish between the exponential and the

Bessel covariance functions, the focus of this study will be on

the exponential and Gaussian covariance functions. The radial

spectral density will be defined later. The parameter b-" is

called the correlation length. Note this is just the zone of

influence parameter from the previous section.

Covariance Covariance Radial Spectral
Model Function Density

Exponential o 2exp(-br) 2 b

b[l+(o/b)'j s /

Gaussian a 2exp(-b 2 r ) (l/2b)(w/b)exp[-(w/2b)2 ]

Bessel a2brK (br) 2(w/b)
b(l+(w/b) Ij

Table 1. Two dimensional covariance functions and radial
spectral densities.

(note: K is a modified Bessel function of the

first kind of order zero.)

The Turning Bands Method

It will be assumed that the spatial process to be simulated

is second order stationary and isotropic. It is also assumed the

process is a zero mean Gaussian process. The turning bands method

does not directly simulate the two or three dimensional fields

directly but instead performs simulations along several lines

using a unidimensional covariance function corresponding to the

given two or three dimensional covariance function. The value of

the simulated field at each point is just a weighted sum of
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corresponding values of the line process.

Let IF represent the two or three dimensional spatial process

to be simulated. Choose an arbitrary origin in R (n=2 or 3) and

generate lines so that the direction vectors IL are uniformly

distributed on the unit circle (two dimensional) or the unit

sphere (three dimensional). Along each line i, generate a second

order stationary unidimensional process having zero mean and

covariance function CI (C), where C is the coordinate on a line i

(the relationship between the unidimensional covariance function

CI and the covariance function of the field C will be derived

later). gonally project onto line i, those points !rom F,

where values are to be simulated and assign to them the

corresponding values from the one dimensional process. Let P be

the point in IF having location vector 2c, then the assigned value

from line i will be z (,.), where Cp, = x.i is the projection

of x. onto line i. Take L such lines as i, then for every point P

in F there are L values of z (,.), for i=1,...,L. Then the

simulated value of the process assigned to point P is

1
Z -i) = z z(aeut) (42)

where the subscript s means simulated.

The field given by (42) has zero mean. However, it is

desired to the form of the unidimensional covariance function

C1 (C) that yields the desired covariance function C(C) for the

field. Let Z(x I),Z(x ) be two simulated values from F, then the

covariance function C ( 1 X2) is given by
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C S(41, 212) E= K)Z(6

=(1/L) E 191 i(2a)1(43)

Since the realizations along two different lines are independent

the expected value is zero unless iij. Then (43) reduces to

C3 (2;,, ) =(l/L) E[Zt (x;.u")Z.(X.1y

=(1/L) C1L(bLi.,) (44)

where 11 =L-2

Letting L- o a and using the law of large numbers

C3 (h) = lim I -i- Q ~(Ley}- = E(C,(bL-tk.)

= f CA (h-.it) f 00. d( 00) (45)

where C is the unit circle or sphere, f(IL) is the density function

of Ij which is 1/2n (two dimension) or 1/4n (three dimensions).

Since the mathematics for the two and three dimensional cases are

different, they will be studied separately.

Three Dimensional Fields

The simulated covariance function 3 (r) given by equation

(45) can be written as

C8 Cr) = (1/4n) funit sphor. C (h-LMIaLu. (46)

Transforming to polar coordinates, (46) can be written as
an1 n -

CS(r) = (1/4n) f f CA (r.coso)sino dO do. (47)
0 0

Letting t=r coso (47) can be written as

r
C3 (t) =i1/r f Cl(t)dt (48)

0
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From (48) we get the relationship between the one and two

dimensional covariances as

C (t) =d M ) (49)

Thus the univariate process can easily be simulated using standard

statistical techniques. This nice relationship, however, does not

hold true for two dimensional processes.

Two Dimensional Processes

For two dimensional fields, the simulated covariance function

C (r) given by (45) can be written as

Ca(r) = (l/2n) nit circe C (bL-t)djL (50)

Transforming to polar coordinates (50) becomes
Zn

Cs(r) = (1/2n) f C (r sine)de (51)
0

where bL*ii = r sine and d3J, = de. Letting =r sine, (51) becomes

0 r (C )

This leads to the relationship between one and two dimensional

covariances as

r Ci(
J ) S dt = (n/2)C(r). (53)

(r2-C /

This equation is not easily solved, and although certain solutions

have been found, they do not have useful meanings for

hydrogeological applications.

For this reason, a more preferred method is to use a spectral

method to generate the line process and still preserve the two

dimensional covariance structure.
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Spectral Method for Generating Two Dimensional Fields

Let the covariance function ,C(b), of the two dimensional

process be continuous and tend to zero fast enough as Ii-.

Then C(t) can be expressed as a Fourier integral given by

C(I) = J ae, S(w)dw (54)

where i = -1-, = [ ,I] a vector of frequencies and oo is the

inner product of the vectors b and w. The function S(w) is the

spectral density function of the two dimensional process and is

given by the Fourier transform of C(b);
S(o) = i/(4n) fIR e-iL  C(bj)db. (55)

If the field is isotropic then S()=S(w) where w=lwl. Then (54)

and (55) become (Shoenberg(1938))

00
C(r) = aa f f((O)Jo0(wr)dw (56)

f(w) = (W/a a C(r)J a(( r)dr (57)

where r=Ibl and J (*) is a Bessel function of the first kind of

order 0 and f(w) is the radial spectral density defined by

= 2noZ (W (58)
2

If the covariance C(b) is known, the (57) can be used to calculate

the corresponding radial spectral density (common ones are given

Table 1.).

The next problem is to determine the univariate spectral

density S () that yields the two dimensional spectral density

S(M). From Monteglou and Wilson (1982) we get

81(w) = (a7a/2) f(w). (59)
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Given the spectral density of the unidimensional process, the

process can easily be simulated along the turning bands lines

using the spectral method of Shinozuka and Jan (1972). If the

unidimensional covariance function is CI () and the corresponding

spectral density function is S (w) then the unidimensional process

on line i can be generated by

ZL() = 2k =St(Wk)A l' 2coS(WV+Ok) (60)

where the "k are independent random angles uniformly distributed

between 0 and 2n, c&k=(k-!/2)&& and K = wk+6w for k=l,...,M. It

is assumes that SA(w) is insignificant outside (-0,0). The

discretization frequency Aw is defined as Aw = O/M, where M is the

number of harmonics used. The frequency 6w is a small random

frequency added to avoid periodicities. Shinozuka and Jan (1972)

prove that the process given by (50) has zero mean and covariance

function CI (Z), as M--, (--+ and A--*0. The process is also

ergodic and Gaussian.

This method of generating spatial process has been studied by

Monteglou and Wilson (1981).
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V. SIMULATION STUDY AND RESULTS

The purpose of this simulation study is to examine the small

sample properties of Kriging. Since Kriging depends directly on

the correlation function, the properties of Kriging depend

directly on the properties of the estimation of the correlation

i nction. To that end, this simulation study investigates the

small sample properties of the cross validation estimation method.

The cross validation method is used to estimate the parameter of

the correlation function. This method is studied in relationship

to the value of the parameter, sample size, and error variance.

The spatial processes were generated using the turning bands

method given in section IV, with the exponential correlation

function. The coordinates were generated randomly on a 10x10

grid. Although the restriction on the grid size is not necessary

for the turning bands method, it gives a frame of reference for

making inference ( Masry(1971) ).

The values of the correlation parameter were 1,5 and 9, the

sample sizes were 10,15, and 20, and the values of the error

variance were 1,5 and 9. All possible combinations of the

parameter values, sample sizep and error variance were simulated

1000 times. The simulations were run as a batch job on a VAX 1170

at Oklahoma State University and took 60 days to run. The mean

and variance of the 1000 estimates of the correlation parameter

are given table 3.
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B

1 5 9

2.78 5.60 6.42
10.35 16.84 16.23

5 2.98 5.80 6.37
11.62 16.5e 16.21

2.96 5.68 6.35
11.71 16.42 16.59

N=10

B

1 5 9

2.47 5.29 6.60
10.01 16.55 16.08

2 5 2.52 5.59 6.49
11.10 16.50 16.12

2.65 5.62 6.41
11.55 16.46 16.49

N=15

B

1 5 9

2.03 5.15 7.25
9.25 15.97 15.35

2 2.20 5.34 7.01
10.50 16.24 15.71.

2.35 5.45 6.87
10.95 16.35 15.84

N=20

Table 3. Means and Variances for the cross validation estimation
of the range parameter
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From the tables, it can been seen that when the true value of

B is small relative to the grid size (B=I) the cross validation

estimation method tended to over estimate it. When the true value

of B was equal to five, the estimated values of B were close to

the true value, and when the true value of B was large relative to

the grid size (B=9) the true value was under estimated. Also as

the variance of the process increased the estimated values of B

deviated more from the true values and the variance of the

estimates also increased. As expected as the sample size

increased the estimated values of B approached the true value of B

and the variance of the estimates decreased.

It appears from the simulation study that when the true value

of the parameter is less than half the grid size that the Kriging

procedure is robust with respect to estimation of the correlation

parameter, and thus robust with respect to prediction of unsampled

locations.

More work needs to be done with respect to other correlation

functions and a wider range of parameter values. Due to the

length of time for the simulations and the short length of this

grant, these aspects were not able to be investigated.

Finally, it is the opinion of this author, based on the

r ?,,lts of this simulation study, that Kriging is a robust

procedure and performs extremely well when the realization size is

small.
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:oT:SOL ?REVENT:ON OF CRnIjTC BERYLLIUM DISEASE iN

POSTPARTUM RATS: A PILOT STUDY

ABSTRACT

This study was designed =o investigate the possible effect of

ccrtiscl on the prevention of the onset of chronic berylium disease

following par-ur.tion and the effect of beryllium exposure (300ug/kg)

on reproductive parameters of the female rat, e.g, litter number,

litter weight, and general appearance of the litter. The female rats

were grouped according to the treatment plan: Group 1--normal

impregnated rats (N), Group 2--beryllium exposed impregnated rats

(B-i), and Group 3--beryllium exposed impregnated rats treated

postpartum with 25mg/kg of hydrocortisone (B-2), at 3 day intervals

for 20 days. There was no significant difference, (<<.05,. between

the weight ga:n and overall health status of the female rats in each

treatment group. in aadition, the litter size, weight and 3eneral

health status were the same for all groups of rats. Although there

were some individuais who failed to deliver pups after servra:l plugs

were noted, and cyanosis was present in some pups of the beryllium

expcsec groups of animals, no conclusive evidence could be nozea to

associate beryllium as a causative agent. Gross examination, oi the

lung tissue of the beryllium treatea rats, noted white nodular areas

iilsersed cn e surface of the lung tissue, when ompared to tne

normal group. Because of technical difficulties it the stcrage of tiht

lung tissue, hiszological ,analysis, if at all possible, has not been

completed.
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RTISCL PREVENTION O CHRONIC BERYLLIUM DISEASE iN

POSTPARTUM RATS: A PILOT STUDY

inoduc :onl:

Beryllium is important in industry, especially the aerospace

industry, because of its physical properties : low density; remarkable

tensile strength, resistance to fatigue, wear and corrosion, as wel:

as good electrical and thermal conductivity--all properties waich 1-

confers on its alloys.

During the mining, manufacmur:ng and processing of beryllium, :he

substance becomes airborne as a dust, fume or mist (1,2). The main

routes of intake for men as well as animals are inhalation and

ingestion (3,4). While the absorption of ingested beryllium is

probably quite insignificant, the chemical properties of the suostance

allow iL to undergo transformation from soluble tc insoluble forms in

'e lung--facilitating greater retention lime. Exceptions to this are

the sulfate and flouride compounds of beryllium. An appreciable

amount :s Ios: from the lung tissue with time following exposure 5,.

Beryllium has been cited as a causative agent in producing

s-s:e:c disorders that may involve almost any organ or t:ssue .2,5..

However. n: has an especially marked predilection for the

!ungs--producing fibrogenic characteristics, chronic granulomatous

shanqes and marked intersitia: infiltration of lung tissues.

The pathogenesis of this disease is poorly understood.

Suggestions are that immunologic mechanisms e.g., cellular immune

reactivity with blast transformations of lymphocytes (5,7); ane

certain forms cf stress, including injuries, surgery, infection, ana
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phys:ci=:cal trauma or stress, such as pregnancy (8,G), cause

ceryliium zransiocation, iysosoal instability and consequent cell

death resulting in the onset of the chronic disease.

Other suggestions include the premise that aecreasea adrenal

hormone levels destabilize cell membranes leading to lysosomal

rupture. Treatment with steroids prevents further progress of

degenerative processes associated with the chronic illness 0).

Since in is known that there is significant changes in hormonal

levels during pregnancy, including cortisol levels, to further

elucidate the mechanism(W of beryllium action in the onset of one

chronic disease, this study was designed to investigate the possible

effect of cortisol on the prevention of the onset of chronic

berylliosis following partuvition and the effect of beryllium exposure

on reproductive parameters of the female rat, e.g.. iitter numoer,

size of pups of litter, and general appearance of pups born to litter.

Materials and Methods:

Normal. mature white female rats , weighing 275-300 gms were used

in the experiments. The animals were supplied by the University of

Alabama at Tuscaloosa. The animals were m..ntained on a 12 nour lignt

:vcle and cn a standard rat diet, proviaed by the Universit'.s Anr~isa

Facilt-. The rats were grouped based on the following treatment

plan: Group !--normal impregnated rats (N), Group 2--oery!!:uz expcsea

impregnated rats 'AB-.l>, and Group 3--beryllium exposed impregnated

rats treated postpartum with 25mg/kg of hydrocortisone (B-2s,

,supplied by Abbot Pharmaceuticals, Inc., Chicago, illinois), at 3 day

intervals 1r 25 days.
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.- groups :f rats were bred with proven male rams, supplied by

the Universltys Animal Facility. rwo femaies were placed in a cage

with a male. Pregnancy was determined by the presence of a cervical

=iuS. After the appearance of the cervical plug, eaca ie.male rat was

placed in a cage and checked periodically for general health status.

Groups B-i and B-2 were bred 4 weeks post-beryllium exposure. Group N

was bred within the same time span. The animals of each croup were

weighed periodically; after mating--considered the initia. period, day

10-11 of sestation--mid-pregnancy. and at the time c weaning. All

groups were examined for reproductive parameters: number of pups per

litter, size and weight of the pups in the litter, and the general

appearance and health status of the litters.

Rats in Groups B-i and B-2 were exposed to 300 ug/kg of beryllium

sulfate (supplied by Aldridge Chemical Co., Madison, Wisconsin),

utilizing a modified intratracheal instillation method of W.G. Morrow

l0). Jaffe and Free (11) and Nicholson and Kinkead (12?. .ats were

anesthetized with BIG-TAL, (Thiamylal Sodium--0.44 m! of a 4% solution

per kg of body weight), to prevent excessive depression of

respiration. Each rat was suspended vertioally on an animal support

atand with gauze attached to the incisor teeth. aolain7 the mouth

open. A spatula neld to a commerical illuminator with nylon clamps

was inserted into the rat's mouth, keeping the tongue filat and

allowing for direct observation of the pharynx. With the aevice held

in one hand, the other hand administered the beryllium sulfate

solution into the trachea, utilizing a 18 x 3" gauge-curved

ball-tipped needle. Following instillation of tne solution, the

animals were laid on a heating mat until arousal.
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The weight. of -she female rats and pups were measured with a

caged-pan balance. The length c17 the newborn pups were ascertained by

measuring the animals from crown to rump in centimeters.

Af--ter the *~m~einof the weaning period, the female rats o:

each group were sacrif iced by C0-2 inhalation. The lungs were

immediately removed, inflated with and stored in 10% buffered

formalin. The specimen were kept under refrigeration at 5'C for

histological examination.

All numerical diata were analvzed utilizing the SIGSTA7 standard

tr-tast [P<0.051. For unequal samples the F' (folded) statistic for

equality of variances was used.

Results:

BIG-TAL produced an anesthetic state of short duration and

minimal excitement in the 2-1 and B-2 experimental groups,

4scilitating the Intratracheal injeczicn o-4 the ber7llium solumion.

Previous trials with nnenobarbita- and iketamine proauced excesscive

depressicn of respiration and resultea in the aeath o: the

exnerimental rats. The animals were aroused within 30-45 miiiutes

pcs-in_4jection of BIC-TAL.

OJne female of Group B-1. and 2 females of Grcup B-2. died aay 1

ioo1owing the intratracheal exposure to beryllium. Vhen compared to

-rauD N. the animals of Groups B-1 and B--2 ex:hibited symptoms c:

irr itable and jumpy behavior, post-injection, for approxcimately 5 to

10 days. In addition, some of the animals of Groups B-i. and B-2

exnerienced sneezing and coughing, whic1 lasted :or the f'irst 2-3 days

ncsm-ex-Dosure to bervllium.
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All members af each Zroup of female rats, possessed a :ervical

plug after piacement in the cage with proven male rats. However,

there was no significant difference, £P<.051, in the reproductive

:erformance of each group of rats. Although cervical plugs were

noted, three k38%) cf the females of Group N, did not deliver pups at

the end of the e::pected gestational period. Two females of Group B-I

c33%), possessing cervical plugs, did not deliver any pups.

Fif-y-percenT of the animals in Group B-2 produced pups at the end cz

the zestational period. Two (33,) of the animals of tois zroup

possessea cervical plugs, however, pups were not produced am the end

of gestation. One member, 17%., of Group B-2, displayed symptoms of

pregnancy, but died after the mid-point of the gestational period.

There was no significant difference between the weights and

weight gain of individuals in each group of experimental rats .Table

1). The initial weight of animals in all groups, pcst-matin, ranged

from 308 gms to 327 gms. The weight of the animals ranged zrom

337-340 gms during the mid-pregnancy stage and 381-409 gms at the time

nf weaning.

The overall health status of the female rats during and after the

zestational zeriod was good--including healthy coat of hair. normal

-i.mentatzon cf the eves ana e::tramities and behavior.

There was no significant difference between the iltter size o:

the normal and treatment group of animals Table 2). The mean number

of pups born to each group of animals, N, B-1 and B-2, were 7, 8 and .

pups, respectively. The averaged length of the pups at day 4-E ranged

from 4.5 To 5.1 centimeters, when measured from crown to rump. The

average weight =f all pups, 4-5 days old. ranged from 8.3 to lu.3 gms.
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The =verall apearance =-f the pups fcr each group was good--without

n. i tir:ctns or difficulty in surviving. However, one pup in Group

B-1 and two pups in Group R-2 were delivered with blue heads. *it in

a =erod =:: 5-l0 days, the pups recoverea from the cyanotic state. At

the time of weaning, all pups displayed overall good health, normal

extremities and color and behavicr. The averaged weight for pups, in

all groups at the time of weaning, ranged 100.8 gms to 137.6 gms

Table :3).

Gross examination cf the lung tissues removed trom members cf

Groups B-i and B-2. when comparea to Group N, noted some white nodular

areas dispersed on the surface of the lung tissue. The color o4 the

lungs of all groups were the same. The lung tissue of all groups were

stored in 10% buffered formalin and placed in a refrigerator unit,

which malfunctioned and the tissues were inadvertently frocen.

DIscussion:

The four basic responses of the respiratory tract to the

depcs:zion of inhaled particles are: immunclogically induced airway

:onstriction; pharmacologically induced airway constriction-- re.ease

ofserctcnin and histamine; acute irritation and reziex

rcncho-c.nstr:ction: and non-speci-:c responses. S"Dec:izcaiiv.

exposure to beryllium produces non-specific acute and subacute

rnh. -s and pneumonitis with :rr:tated resriratorv mucosa. :cuzninz

and moderate breathlessness within 72 hours of heavy exposure 6, i3),

as noted in some of the female rats treated with beryllium in Groups

B-1 and B-2.

!n----------------------d that individuals possibly hav

125-8



marked predispcszizin or susceptbili 7t and sen y r

conzraczing the disease in response to beryllium exposure, -n that

1-4% of exposed individuals actually acquire the aisease (4,. While

the exact level of oeryllium which constitutes toxic or ehai doses

are not yet clear, individual susceptibility and sensitivity to

beryllium exposure which causes the development of toxic reactions and

even death may account for the death of the female rats in Groups B-1

and B-2.

The appearance of cervical plugs, which are indicative of

pregnancy, and the failure to produce pups at the end of the expected

gestational period may be due to the development cf a pseudo-pregnant

state in the rats, which in many instances have a duration of 12-16

days (15). On the other hand, the females might have been actually

pregnant and resorption of the fetuses occurrea. Since the same

conditicn was noted in the normal group of anizals, it is di:ficulz tc

ascertain that beryllium exposure precipitated the condition in the

treatment zroups, Additional study would have to be undertaken.

incluain, a much larger number of--at least fifty animals per

group--individuals to begin to correlate beryllium exposure to a

decrease cr :ailure in reproductive performance.

Cvancsis and cluboing of the fingers have been seen in aocut

30-40% of individuals (6.2% of all cases) who developed chronic

berylum (.sease (3.6). The association o. ber-llium exposure to the

presence cf cyanosis in the pups of the female rats in Groups B-1 and

B-2, aqain would be difficult to make. However, since it is known

that in zome instances, beryllium, in particular beryllium sulfate,

does not remain in all instances in the lungs and that the substance
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unaer ges zranslocat:in to produce systemic disease, the quesirn

wz.zn may be raised is --does beryllium cross the placenta- barrier

and affect the lungs of the unborn fetus? On the otner hand, cyanosis

cccurinz in the =ups. may 1e due to The degeneraz;on cf tne female

rats' lung tissue and decreased oxygen aelivery to tne pups.

Cortiscl levels are known to increase and to play a role in

ifferent forms of stress, whether it is physical or neurogenc. In

addition, it has been snown in several snecies of animals that tne

h-crmone increases aur:ng pregnancy and experiences a snarp aecsine as

he result of the onset of labor. The increased levels of cortiscl

have also been implicated as a factor in causing the onset of labor

(16). Increased or high levels of cortisol have been suspected in

playing a role in anti-inflammatory effects (17) and causing

stabilization of lvsosomal memoranes. While a aecrease in the acrsone

has been suggested as a trigger to initiating the onset oi the chronic

beryllium disease, treatment wima ccrtisol. as menzioned ear.ier, has

been shown to arrest the effects of beryilium on lung tissue.

Unfcrtunately, still ver !i:te is known aoout tne mecnanism ax

ortisol's anti-inflammatory effect.

Freezing of tissues often result in arzifacts wnich maze

Zistclogica. interpretat:on difficult. Histolio:ca. anaiv$ls OZ te

preserved iung tissue removed from the rats in the experimentai grzups

is not presented. .owever, the tissues nave been 'orwaraed -o Masor

Harold Davis, Chief of Comparative Pathology, Brooks AFB, TX, for

preparation and e::amlnation. if a reasonable assessment of the tissue

can be made. tze tind~ngs will be forwarded as an addendum to this

report.
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Zcnclusions:

Although some cf -the resulzing onaracteristics attributed to

teryllium exposure were noted :n this study, e.g., cyanosis in the

pups of female treated with beryllium, failure of the feales to

produce pups after possible impregnation, and death in some of the

:emaie rats treatea with beryllium, no conclusive evidence can be

noted to associate oeryllium as a causative agent in -hese z,:currences

when compared to the normal group c rats.

Recommendations:

The study of the mechanism of action of beryllium's effects cn

the lung tissue and the prevention of the onset of the chronic disease

by cortiscl should be undertaken as possibly a two-fold effr-: 1..

designing a similar study, utilizing at least 50 animals per

experimental group inorder to provide a stronger and brca;er case :rcm

which to make correlations; 2.) developing initro szuaies to

aszermain zhe effect(s, of beryllium on membrane :=rmazi.n in zne

lvsosome and other tissue fractions, and to determine wnich

:znstituent of the membrane is most affected by the presence c:

. ervllium: 3. , deveiop:nz in -::tro smudies -. deetarmin-- --- eecs D:

7aryins levels of cortisol on 1.vsosomal membranes and membrane

:=nst:tuents. in the absence and presence o:
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Tabie 1, Averaqea weights kzms) cf fe.a - rats during zreatment cerlc,
with ber"llium sulfate k300ug/kg: N representa tne normal group: B-
retresenz- the group of rats exposed intratracheall' to beryllium
sulfate, 2-2 represents the Sroup exposea intratracneail7 to beryllium
sul-ate - treated Dostpartum with hyarocortiscne k25mg.0kg) f cr
days.

Treatmen7 Group #Anlmais Mean STD DEV STD ERR T DF ?
Period Wt.

Initial N 8 317.5 32.) i±.3 .165 -
B-I 8 308.6 19. 7 .7,0

N 31 ,. 5 32.0 11.3 -.556 ".. .:.
B-2 8 2326.6 C...5 11.

d- N 7 340.8 39,6 14.9 -. i27 11.4 .903
Pregnancy B-i 7 343.3 31.5 11.8

N 7 340.8 39.6 14.9 .176 11.0 .677
B-2 6 337,2 34.9 14.2

Veaning N 8 387.5 58.5 20.7 -.816 12.0 .450
B-i 6 409.1 40.5 16.5

if 8 387.5 58.5 2.7.. " .241 11. ". .3"
B-2 5 381.2 35.8 16.0
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Table .. Mean number of pups born to the litters cz each treatment
zroup. N represents the normal group of rats, B-I represents animals
wreated with bervl-lum ana B-2 represents animals zreazea with
bervlium and administered hydrocortisone (25mg/kg; postpartum.

Group #Animals Mean STD DEV STD ERR VARIANCES 7 DF ?RGB
# pups

N 8 6.4 6.2 2.2 unequal -.3*3 1-.96 .767
B-i 6 7.5 6.2 2.5 eaual

N 6 6.4 6.2 2.2 unequal -.59:2 6.63 .629
B-2 5 9.0 8.6 3.8 equal

B-1 6 7.5 6.2 2.5 unequal -.326 7.11 .755
B-2 5 9.0 8.6 3.8 equal
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Table 3. Averaged total weight (gms) of litters born to the normal
group of female rats (N), beryllium exposed rats B-L, ana beryllium
exposed rats treated. with 25mg/kg cm hydrocortisone postpar-um.

Group Mean .r Mean STD DEV STDI ERR VARIANCES T DF PROB
4 pups Wt/l.tter

., 7 704.7 714.3 252.5 unequal -. 125 9.7 .396
B-i 1103.5 856.6 349.7 equal

N 7 740.7 714.3 252.5 unequal -. 545 7. 1 AO#5
2-2 9 963.3 99.6 402.3 equal

Z- ii02. 5 -05d.5 349.7 uneaual .2-52 8. 5 l
B-2 9 963.8 899.6 402.3 equal

• Mean # of pups rounded to whole number.
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Blood Flow Distribution In The Non-Working

Forearm During Exercise

by

Ronald Bulbulian

ABSTRACT

A non-invasive method for determining forearm muscle

blood flow (MBF) was investigated by combining Laser doppler

velocimetry for skin blood flow (SBF) and strain gauge

plethysmography for forearm blood flow (FBF).

The results from data gathered on 5 male and 5 female

moderate to well conditioned adults indicate that an

exercise intensity graded response for SBF is clearly

evident at 30, 50, and 70% V0 2 max. FBF measures are

highly variable with several subjects showing significant

increases in FBF nnt associated with SBF elevations. The

derived variable, MBF, shows an identifiable trend toward

muscle vasodialation with increasing duration of exercise to

steady.state core temperature (Tes) and with Increasing

intensity of exercise. We conclude from the data that MBF

responses to exercise are variable and not predictable among

subjects and that FBF is not a good indicator of SBF during

126-2



exercise In normal exercise conditions which are not

artificially controlled.
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INTRODUCTION

Exercise induced redistribution of visceral blood flow

to supply the needs of working muscles is well established.

However, the redistribution of cardiac output (0) from

non-working muscle to the metabolically active tissues is

less established. Much of the literature reporting on this

important area of research is anchored by studies which

attempt to fraction the skin and muscle blood flow (SBF,

MBF) in the non-working forearm. One group has measured the

absence of SBF through epinephrine iontophoresis which is

less than totally effective (25) and, the second report has

predicted SBF from oxygen saturation of deep and superficial

veins (2). Furthermore, the reports and much of the current

work employs exercise parameters which are ill-defined and

inadequate. Nevertheless, the current research continues to

buttress its case on these reports and the belief that

non-working MBF is unchanged or decreased during lower body

leg exercise and that forearm blood flow (FBF) evaluation

can be interpreted as elevation of SBF (8,18).

Greenleaf et al. (6) have recently shown an increased

FBF in the resting muscle during supine and sitting

ergometer exercise. This report has been interpreted by
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Lamb (14) to provide evidence for increase in MBF to

non-exerclsing muscle during exercise. This interpretation

may be partly due to reports of skin vasoconstriction (i.e.,

lower finger blood flow) in the hand during bicycle work (4)

or similar vasoconstriction during rest to exercise

transition at the onset of work (1,2), but it is certainly

misinterpretation of Greenleaf's data which was taken I

minute post maximal exercise and most likely represents a

hyperemic response following work cessation (1,2).

Given present concerns with cardiovascular drift (CVD)

during prolonged exercise and the need to better understand

circulatory adjustments to accommodate metabolic and

thermoregulatory needs (18), the methodological shortcomings

(i.e., exercise quantitation, 0 measurement, assumptions) in

the landmark exercise-SBF studies of Zells et al. (25) and

Bevegard and Shepherd (2) make a reexamination of FBF

distribution necessary.
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Subjects

10 moderate to well conditioned subjects were chosen

for the study (5 male and 5 female). Each subject was

briefed regarding the procedures of the study and provided

Informed consent.

Research Procedure

The study employed a counterbalanced repeated measures

research design with each of ten subjects acting as their

own control. Following extensive screening which included

cholesterol, ECG, and health screening to confirm

suitability for participation in the study, all subjects

performed a maximal exercise test on a mechanically braked

cycle ergometer (Quinton model 844) to determine maximal

oxygen consumption (V02 max). Subjects were clothed in

shorts and running shoes (females wore cut short tank top

shirts) in order to maximize convective and evaporative

cool ,g. Cooling was assisted by exposing each subject to

rapid air flow by means of a household fan. The results of

the maximal cycle ergometer test were used to calculate

relative exercise workloads for testing subjects at 30%,

50%, and 70% of V02 max. All tests were conducted under

similar environmental conditions in a temperature regulated

environment (23 + 1 and 30-35% relative humidity). The
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submaximal test conditions were completed at least 3 days

apart (usually 7 or more days) to minimize fatigue and

possible confounding effects of training. Nude body weights

were measured before and after each submaximal trial and no

fluids were provided during the course of an exercise trial.

Data Collection Protocol

For each of the 30%, 50%, and 70% V02 max exercise

protocols subjects were instrumented for the various

measurement devices and rested for 10 minutes before the

start of exercise. Cardiac output (0), blood pressure (BP),

esophageal temperature (Tes), skin temperature (Tsk), and

forearm blood flow (FBF) were measured every 5 minutes

throughout the test. V02 and skin blood flow (SBF) were

measured continuously. Additional measures were taken

throughout each trial as needed to confirm unusual findings

or inconclusive recordings due to movement artifact.

The Exercise Apparatus

The cycle ergometer with toe clips-was housed within a

body stabilization apparatus constructed to keep the torso

as near to motionless as possible. This was achieved by

securing the torso of the subjects to a padded backrest by

means of a 15 cm wide velcro belt fastened over one shoulder

and under the opposite arm. The belt was sufficiently

secure to provide stabilization without hindering
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respiration. To further assist in stabilization, the hips

were strapped securely to the bicycle seat which allowed a

counterforce to the leg extension during the heavier

workloads (i.e. 70%) which the body weight alone could not

support. These measures allowed for the optimal conditions

needed to measure SBF and FBF in the relaxed

(non-exercising) forearm during leg exercise on a bicycle.

To further reduce movement artifact the arms were rested 90

abducted and the elbows 90 flexed on an arm rest at the

side of the subject at heart level to negate hydrostatic

forces. Finally, the right hand of each subject was gently

molded into an appropriate amount of potters clay to

eliminate finger movements which caused artifact

recordings in the plethysmographic FBF record.

Oxvoen Consumption (VO2 )

V02 (ml/kg/min) was measured continually during

baseline metabolism determination and during exercise on a

breath-by-breath basis using a Sensormedics Horizon 4400

metabolic cart. The screen display was set to output

integrated minute values and allowed fine tuning of the

metabolic cost of exercise to more precisely match the

pre-determined V02 values at 30%, 50%, and 70% V02

intensity for the relative submaximal exercise loads.
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Analog input for heart rate (HR) was also recorded in

digital format to back up to printed output for future

reference.

During all tests, following 10 minutes of baseline

V0 2 determination, the subjects were asked to pedal at 60

rpm and the pre-determined workload was applied. The

mechanical workloads were adjusted when necessary to

maintain the required metabolic work level during Tes

monitoring in order to achieve a near thermic (Tes) steady

state. Bicycle ergomter work loads were adjustable to the

nearest 100 kg-m/min (16 watts).

Temperature Measurement

To facilitate rapid achievement of steady state core

temperature.(Tes) disposable YSI 491 A esophageal probes

were placed 38-40 cm deep nasally and adjusted slightly to

obtain an optimal temperature recording (highest Tes near

right arm) . The probe was taped in place for the remainder

of the exercise period. Temperatures were recorded from a

YSI 12 channel Tele-Thermometer (Model 44TA) every 5 minutes

and care was taken to not allow a subject's swallowing to

alter correct temperature recording. Simulatneous Tsk

measurements were made from the same YSI Tele-Thermometer

attached to a 709B skin temperature probe secured to the

dorsal surface of the forearm next to the Laser Doppler skin
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blood flow probe. The attachment site was approximately

over the belly of the brachioradialls muscle. The probe was

attached to the forearm with a concentric fastener which

allows for free ventilation about the skin surfaces

surrounding the thermocouple.

Cardiac Output

0 was measured from aortic flow velocity and

acceleration determined by continuous wave Doppler

echocardlography (Quinton-ExerDop) at ultrasound

transmission frequency of 3.0 MHz. The Doppler shifted

blood velocity wa3 measured from the suprasternal notch

region with the angulation adjusted to about 0-20 degrees to

align with the long axis of the ascending aorta. The signal

was monitored by audio output from the Doppler system and

digital output transmitted to an oscilloscope. The highest

velocity and lowest spectral dispersion were used as

criteria for signal acceptance. The beat-by-beat data

output for each 30 second sampling period was printed and

the average of the 10 highest unrejected, stroke distances

recorded for that period were used to calculate 0.

Aortic root diameters were measured with an Irex III

echocardiographic system and recorded on magnetic tape. The

diameters were determined with the Doppler probe held in the

parasternal short axis position. The cross section was
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carefully examined to ensure accurate measurement of the

aortic coot by visual reference of the valve cusps.

Blood Pressure (BP)

Systolic and diastolic BP measurement was made at each

stage of exercise and rest at 5 minute intervals by brachial

artery ausculation with a Colin STBP 680. Automated BP

monitor measurements were made at the 4th minute of each

stage in order to avoid interference with the FBF

measurements which were initiated during the last minute of

each 5 minute period. All BP measures were taken on the

left arm of the subjects.

Heart Rate (HR)

HR was measured using a cardiostress ECG cart with

standard frontal plane leads (disposable electrodes) placed

bilaterally at the shoulders and hips. The output was

displayed on a Quinton ECG monitor and channelled into a

Grass 4 channel polygraph for hardcopy ECG recording and

subsequent linking to the Horizon metabolic cart where a

digital HR record was printed on a minute by minute basis.

Skin Blood Flow (SBF)

SBF was measured on the belly of the brachioradialis

muscle of the right forearm in the previously described

fully relaxed position. The flat 15 mm probe of an LD5000
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Med Pacific Skin Doppler device was secured with

double-sided adhesive tabs to the shaved forearm aftec being

lightly preped with electrode gel. The instrument was

calibrated prior to every experimental trial and the SBF

data were derived from a minimum 2 minute record (free of

FBF recording artifact) at the end of each 5 minute

recording period. SBF was measured as the mean amplitude

determined from the strip chart record and was a highly

reliable measure of SBF expressed in arbitrary units.

Forearm Blood Flow (FBF)

FBF was measured by venous occlusion adjacent to the

site of the SBF measure with a double-stranded mercury

strain gauge plethysmograph (Hokanson EC-4). The sensitive

device was calibrated with a 1% marker prior to each

recording on a Grass polygraph with two records being made

during the 5th minute of every 5 minute recording period.

Venous occlusion was achieved by a carefully calibrated air

cylinder system attached to two solenoid switches which when

activated/deactivated would relay 50 mm Hg air pressure to

and away from an inflation bladder on the subject's right

arm. A 30 mm Hg occlusion pressure was quickly achieved

(less than 2 seconds) with the steady state 50 mm Hg

pressure being reached by 4-5 seconds. The measurement of

FBF was made by drawing a tangent line from the initiation
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of venous occlusion to the initial arterial inflow cucve,

disregarding inflation cuff / pressure artifact when

present, and relating this slope to the calibration standard

preceeding each record. The data are expressed In ml/1O0 ml

tissue and the average of two acceptable records for each

time period were entered into analysis.

Statistical Analysis

The data were coded and entered into an XEDIT file

management system on the University of Kentucky IBM

mainframe and analyzed by Statistical Analysis System (SAS)

repeated measures ANOVA to evaluate differences among the

means for SBF and FBF across exercise intensity.

Descriptive data were also generated on all other factors to

help explain the findings of the blood flow responses. The

p < .05 level of significance was deemed acceptable for

interpretation.
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The descriptive characteristics of the 5 male and 5

female subjects used in the study are combined in Table I.

Metabolic responses to graded bicycle exercise show a

predictable linear response with workloads evaluated in

linear fashion from rest to 30% V02 max and subsequently,

to 50 and 70% V02 max. Because of close monitoring, the

minute by minute V02 the steady state q02 measures very

closely approximate the target V02 for each relative

workload (Table 2). As would be predicted, the Tes

increased also with energy output from rest through various

levels of exercise (Figure ). The work levels of 50% and

70% V02 max did not result in significantly different Tes.

Tsk did not show significant variation between 50% and 70%

levels of exercise as they reached similar decreasing

values (Figure 2). In contrast, the 30% exercise Tsk values

show higher levels throughout the exercise period.

FBF when expressed in ml/100cc shows either depressed

or constant initial FBF In transition from rest to all three

exercise levels (Figure 3). The pattern continues through

10 minutes of exercise for all three exercise bouts but a

shar- significant increase in FBF occurs at 15 minutes for

the high intensity exercise group and Is sustained

thereafter (p < .05). The 30 and 50% V02 max intensities

of exercise produced no subsequent changes In FBF over the
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30 minutes of exercise which few subjects had to complete

before reaching a steady Tes. When FBF was expressed as a

% change from resting baseline, (Figure 4) the values show

great variation in the means and standard errors (+ SE).

However, the FBF change plots tend to support the

gradation in FBF responses to grading intensity of

exercise to a greater extent,

In contrast to FBF, SBF responses show a clear and

significant separation of the three intensities of exercise

over time with graded Increases corresponding to the energy

cost of exercise (Figure 5). The data expressed as % change

in SBF are essentially identical but show substantial

individual variation. At 30% V02 max the changes range

from -10% to + 8$0% and values Inbetween. But at higher

(70%) Intensity, after a transcient cutaneous

vasoconstriction the SBF changes all reflect on elevation In

all nine subjects (Figures 6 and 7).

The purpose of this study was to assess MBF during

various intensities of exercise during conditions simulating

normal thermoregulatory control (I.e. ambient skin

environment and SBF). Figures 8, 9, and 10 show the derived

MFB % change (FBF% minus SBF% change) over time to steady

state Tes at 30%, 50%, and 70% V02 max. The data suggest

that MBF% change shows slight depression at low Intensity

exercise with some subjects showing sustained elevations
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At 50% VO, max. The response is a largely cne of muscular

vessel constriction and depressed MBF. At the highest level

of exercise the MBF response is by in large unchanged (same

as 50%) but two subjects show consistant elevation

(100% to 200%).

126-17



DISCUSSION

The purpose of this experiment was to study the effect

of thermoregulatory adjustments in skin and muscle blood

flow to varying levels of leg exercise.

Numerous experiments have examined the effects of

absolute levels of exercise exposure on several cardio-

vascular parameters and have observed great variability in

the data. The data have generally favored the use of

relative loading experiments for exercise research

(6,13,18).

The reasoning is centered around the concept that

physiological responses to exercise are controlled by an

intensity loading that is related to the individuals fitness

level. Thus, two individuals working at a 150 watt power

output may display different heart rates with the less fit

individual showing the greater HR response. Conversely, two

individuals working at the same exercise HR will not be

expected to demonstrate the same thermoregulatory responses

to exercise (1,6,21). Not withstanding these observations,

a substantial amount of work has recently been published

which has not taken these factors'into account (8-12,20,21).

Also, in an effort to illusidate mechanisms of thermo-

regulation and sweating, experiment unusual procedures

have been employed, which have incorrectly described the
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normal circulatory response during exercise

(8-12.14.20.21).

The protocol chosen for this study uses the sitting

exercise position which most closely approximates the normal

orthostatic challenge accompanying exercise. This position

has been reported to attenuate skin blood flow responses

during exercise and more closely illustrates the common

exercise response (12). The subjects in the experiment were

also exposed to a moderate flow of air to enhance

evaporative cooling during exercise (18). This had the

effect of establishing lower skin temperatures (Tsk) during

the study which in turn should have reduced skin blood flow

(SBF). However, although the normal eveluations in SBF may

have been attenuated, the data nevertheless, show a graded

response to exercise with the highest SBF levels being

achieved in the 70% V02 max condition (Fig. 5).

The data regarding forearm blood flow (FBF) are less

consistent with good reason. Venous occlusion

plethysmography measures blood volume accumulation in the

occluded limb. However, this accumulation represents blood

entering the limb (arterial inflow) segment from vascular

muscle and cutaneous sources. The differential response of

the skin and inactive muscle to circulatory demands during

exercise cnfo und this measure and can result in tremendous

variability. This variability, however, is not the result
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of MBF effects on the SBF (17). The results In Figure $

document this variability and provide initial evidence for a

need to reexamine our understanding of SBF and MBF during

exercise in different exercising populations and varying

exercise conditions (6,14,20). The data seem to show that

FBF has a tendency to vary according to the intensity of

exercise being undertaken by the subjects. The lowest (30%)

intensity level of exercise shows little or no change in FBF

and possibly a tendency toward vasoconstriction. The 50%

V0 2 max of exercise does not show a reduction in FBF but

the flow values hover around the baseline level. The

highest Intensity exercise showed an initial slight

reduction (p = NS) but the flow increased to a near two fold

increase at steady state. The reduction In the FBF values

at minutes 25 to 30 represent statistical artifact to the

lower number of subjects represented in the latter time

periods (subjects reached steady state Tes sooner). To

clarify and better understand the nature of this response,

the data were converted to a relative FBF response with each

subject's FBF reported a a percent change In his/her

baseline resting FBF (Fig. 4). Here the data show a

definite drop in the FBF during initial satges of exercise

at light Intensity but the data are still confounded

by one subject who showed an inordinate response in FBF

during this trial. The individual data best characterize
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the response to this exercise challenge in the ten subjects

used in the study (Fig. 11). Seven of the ten subjects in

the study showed diminished or unchaged responses in FBF

with one subject completing the trial with a 70% reduction

at the end of 15 minutes. The results for the 50% intensity

trial are a little more difficult to interpret since six of

ten subjects chose to complete the trial consecutively after

having obtained a steady state response to the 30% exercise

workload. Although the kinetics of the response are

unclear, the steady state responses to a plateau Tes and the

corresponding FBF and SBF values a.e reliable. The data in

this case show a slight elevation with exercise which is

less variable than the same subject's response to the

lighter workload. Expression of the response as a relative

(%) change is of no consequence (Figures 3 and 4). Once

again, however, the individual plots by subject are more

revealing. Three of the four subjects initiating their work

at this workload (50%) showed a transient depression in FBF.

By 20 minutes there were still 3 subjects showing a

depressed FBF with only one subject showing a negative

(-41%) final value (Fig. 12).

The results of the high intensity work bout differed

significantly from the moderate and low intensity bouts but

once again the variability was much greater notwithstanding

the use of relative exercise loading to suppress the
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variability (1,5). While some of the subjects still showed

a vasoconstriction response during the Initial stages, the

FBF increased thereafter and reached values above 300% in

three of the subjects. Another four subjects showed

elevated values, and two again terminated with depressed

negative values. These data underscore the individual

variabilities displayed by subjects when exercising under

more normal (less controlled/artificial) exercise conditions

and partially support Wenger et. al. who have found no

evidence for a negatively linear (vasoconstrictor) effect of

increasing exercise Intensity on FBF (24).

These findings bring into question the commonly

accepted practice of assuming changes In FBF to be a result

of SBF changes during leg exercise (8-12,20,23). The result

of correlational studies where laser doppler SBF measures

have shown high correlation with simultaneous

plethysmographic FBF measures has strengthened the practice

even though the data have only been fully verified In the

none exercise state (11). Research has demonstrated a

reduction in the MBF of inactive muscle during leg exercise.

This has been documented In man and primate (7,10,25).

Given the great variations in FBF in the presence of

consistent increases in SBF graded with exercise, one must

reconsider the use of venous occiusion piethysmogcaphy In

the assessment of SBF. The present results suggest a very
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strong muscle constriction when no changes in SBF ace

accompanied by reductions in FBF or the possibility of an

elevated MBF when the elevated SBF is accompanied by an

elevated FBF. In the present study only one subject showed

a depressed % SBF which was sustained throughout the 30%

intensity trial (-5.8%). Five subjects showed elevated SBF

accompanied with depressed FBF at the lowest intensity of

exercise. Zelus et. a]. have reported that about 50% of the

Increase in FBF during exercise can be attributed to

increases in the SBF (25). These findings are not

consistently supported by the present data. Assuming that

the FBF and SBF data are directly comparable, some reports

have set the resting flows for both tissues at about 4-5

ml/lOOcc/min (18,22,23), when expressed as relative (%)

changes, the derived differences between the two measures

should represent a derived MBF. Clearly in half the cases

this manipulation does not show a consistent reduction in

MBF as a response to exercise (Figures 14-15). It can be

argued that the SBF contribution to the volume changes seen

in the plethysmographic record are minimal. A crude

calculation.of the cross sectional area represented by the

mercury strain gauge in most of the subject's forearms was

about 49 square cm, allowing for skin, fat, and bone

construction to the area would reduce the muscle area to

about 33 square cm. A generous assumption for skin
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thickness of 3 mm. would put the skin's cross section for

the same diameter segment at about 7.5 square cm. If these

calculations are reasonable, it would be hard to suppose

that FBF could adequately represent SBF assessment even if

MBF was predictable and consistent. To further illustrate

the problem, if the cross sectional variation was taken into

account by weighing the SBF contribution to FBF as a ratio

of the cross sectional areas, the FBF-SBF plots would be

represented by the Figures 14-16. These data, if reliable,

clearly show an increasing MBF in some subjects and a trend

toward dimished vasoconstrictor tone in the muscle with

increasings levels of work. The present findings are

inconsistent with the findings of Zelis et. al. and Bevegard

et. al. and do not support the current practice of indirect

measurement for SBF by plethysmographic FBF measurement.

In conclusion, the present findings suggest that

present methods using laser doppler techniques for SBF

measurement seem to better indicators of SBF during exercise

and that the use of plethysmography in measuring SBF during

exercise needs to be reevaluated carefully under tightly

controlled conditions. Studies which have used

plethysmography or have not taken into account the fitness

or conditioning level of the subjects used could be in error

due to fitness induced changes such as sweat rate

alterations (3), environmental and/or cardiovascular
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interactions (13-15,16,18), effects of obesity on individual

responses (23), and changes in muscular conductance which

are certain to effect the thermoregulatory (cardiovascular)

responses to an exercise challenge (19).
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Table 1. Descriptive Chdracteristics of 5 Male and 5 Female Subjects

Combined.

VARIABLE MEAN +/- SD RANGE

Age (yrs) 29.4 +/- 7.6 18 - 40

Height (cm) 175.2 +1- 6.8 165 - 185

Weight (kg) 69.5 +/- 9.9 54.5 - 79.0

V02 max (ml/kg/min) 38.3 +1- 4.5 29.5 - 45.1

Work max (kg-rwrmin) 1080 +1- 270 600 - 1400

Arm Circumference (cm) 25.6 +/- 2.4 21.3 - 29.5

All data expressed as Mean +/- SD (Range given below).
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Table 2. Metabolic and Thermoregulatory Responses to Exercise at 30,

50, and 70% V02 max.

VARIABLE 30% (n=10) 50% (n=10) 70% (n= 9)

Work Rate 300 +/- 66 570 +/- 125 822 +/- 192
(kg-mrmin) (200 - 400) (400 - 800) (500 - 1100)

13.5 +/- 2.6 21.0 +1- 2.4 27.7 +/- 3.5
(mT/kg/min) (10.2 - 17.5) (17.2 - 24.5) (21.3 - 32.0)

Heart Rate 107 +/- 14 132 +1- 9 151 /- 13
(beats/min) (89 - 126) (113 - 146) (127 - 170)

Blood Pressure 119/73 +/- 10/6 154/67 +/- 19/9 162/68 +/- 28/8
(mm Hg) (104/64 - 136/82) (127/51 - 175/79) (125/57 - 200/81)

Tes (C ) 36.3 +/- 0.6 36.8 /- 0.5 37.0 +/- 0.2
(35.0 - 36.9) (36.0 - 37.4) (36.8 - 37.4)

Tsk (C ) 30.2 +/- 0.9 29.5 +/- 1.7 29.6 +/- 1.8
(28.7 - 31.7) (27.1 - 31.3) (27.0 - 32.4)

All data expressed as Mean +/- SD (Range given below).
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PHOTOPHYSICS AND PHOTOCHEMISTRY OF

TRANSITION METAL COMPLEXES

by

Dr. John A. Burke, Jr.

ABSTRACT

Synthesis of a series of new complexes of 8-[(pyridine-

2-methylene)amino]quinoline, PMAQ, and methyl substituted

PMAQ is reported. The oxidation of Co(PMQA)22+ with H202

produces bis(N-8-(5, 7-dichloroquinolyl)picolinamido]-

cobalt(III), (Co(DCQPA)2 I+ , when isolated with HCl. The

unchloronated analogue is produced when NH4PF6 is used as

the precipitating agent instead of HCl. These materials have

been characterized by elemental analyses, ir, uv/vis,

magnetic moments, proton nmr and cyclic voltammetry. An

x-ray molecular structure of [Co(DCQPA)2 ]Cl confirms an

octahedral geometry for this complex and a similar geometry

is expected for the rest of these complexes. Laser flash

photolysis of (Co(DCQPA)2]+ in methanol solution reveals an

excited state lifetime of 2.5 s when irradiated with a 355

nm excitation beam and probed with a colinear 633 nm beam.
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I. INTRODUCTION

Coordination compounds which contain aromatic nitrogen

donor ligands bound to transition metal ions exhibit a wide

range of interesting energy related properties. Complexes

of the inert metals ions, iron(II), cobalt(III), chromium-

(III) and ruthenium(II), and polypyridine ligands such as

2,2'-bipyridine and 1,10-phenanthroline are the subjects of

much of the early research in this area (1-8). Photosubsti-

tution and photosolvation of the compounds are accessible

because the dark reactions are very slow. These materials

have been shown to store and transfer energy from the

excited state that results on absorption of a photon of

light in the visible region. Artificial photosynthesis

using compounds of ruthenium(II) is actively being pursued

(9). Our interest is in the synthesis and investigation of

compounds that are similar to those of the polypyridines.

This report describes the research on a class of transition

metal complexes formed by the reaction of pyridine-2-car-

boxaldehyde with 8-aminoquinoline in the presence of the

metal ion.

Reaction of 8-aminoquinoline bound t6 cobalt(II) and

iron(II) with pyridine-2-carboxaldehyde under mild

conditions in alcohol leads to the isolation of the metal

ion complexes of 8-[(pyridine-2-methylene)amino]quinoline,

here after referred to as PMAQ, by precipitation with an

appropriate counter ion (equation 1). The methyl substitu-
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ted PMAQ complexes have also been synthesized for the first

time. The structures and abbreviations for these ligands

are summarized in Figure 1.

m2+ + 2 I+ 2 1jJ

NH2  H
8-Amlnoquinoline Pyridlne-2-Carboxaldehyde

NH4PF6  N*CM(PMAQ) 2(PFS) 2 go

NOP

reaction 1)

The reaction of Co(PMAQ)2 with H202 has also been

elucidated. The product of this reaction has been shown to

be a cobalt(III) complex of oxidized PMAQ. Photophysical

determination of the excited state lifetime for this mater-

ial has been accomplished using laser spectroscopic tech-

niques. In order to elucidate the structure of the ligand,

a single crystal X-ray defraction structural analysis has

been obtained.
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(N) H3CkN-

N N\,

IH3C

8-[((6-methylpyridine-2- 8- ((pyridine-2-methylene) -

methylene) amino] quinoline amino] quinaldine

Me-PMAQ PMAQ-Me

C1

N C1 N

GN GN

N6 NN

8- (5, 7-dichloroquinolyl) - 8- (quinolyl) -

p icolinamido picolinamido

DCQPA QPA

Figure 1. Structures of the ligands and the abbreviations

used in the text to describe the complexes synthesized.
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II. OBJECTIVES OF THE RESEARCH EFFORT

The oxidized cobalt complex has been shown to have an

excited state absorption. This observation was made during

the work reported in August, 1988. At that time the complex

had not been characterized and was given the symbol CoSBi.

When an methanol solution of CoSBI was irradiated with 532

nm light from a YAG laser, the intensity of an orthogonal

beam of 633 nm light from a He-Ne laser exiting the sample

was observed to be a function of the power density of the

532 nm beam. Duplication of the synthesis of CoSBI and its

characterization by infrared and visible spectra, elemental

analysis, cyclic voltammetry, conductivity and magnetic

susceptibility were highest on the priority list for this

project. The nature of the excited state of this material

was also to be explored using laser techniques. The excited

state lifetime and the spectral features of the phenomenon

were of highest interest to evaluate the material's potent-

ial for application in laser devices.

An impure sample of a similar ruthenium complex had

also exhibited this effect on orthogonal laser beams.

Attempts to improve the synthesis and isolate and charact-"

erize this material had the next highest priority. In

addition to these major objectives, tris(2,2'-bipyridine)-

ruthenium(II) chloride was to be used to test and evaluate

the optical system used in the laser beam experiments.

III. OXIDIZED COBALT COMPLEX

127-7



Synthesis of bis(N-8-(5,7-dichloroquinolyl)picolin-

amido]cobalt(III) chloride, Co(DCQPA)2C1. All materials

used in the preparation of the compounds were obtained from

Aldrich Chemical Company and were used without further

purification. A solution of cobalt(II) choloride (5.31 g,

47 mmol) and 8-aminoquinoline (6.79 g, 47 mmol) in 85%

aqueous methanol is stirred for 2-3 minutes. Pyridine-2-

carboxaldehyde (10 ml, 100 mmol) is added to form a dark

brown solution. Activated charcoal is added in catalytic

amounts (approximately .01 g) before oxidation. Hydrogen

peroxide (250 mL, 3% aqueous solution) is added in small

portions and the solution is heated with stirring for 4 hr

to complete the reaction and decompose the excess H202. The

solution is filtered to remove the charcoal followed by the

addition of 250 ml concentrated HCI. The mixture is evapor-

ated at elevated temperatures. Some trials yield a deep red

tar at this point and the volume is increased with water

before the evaporation process is repeated. After isolation

of the crystals by filtration they are purified by recryst-

allization from 5% aqueous isopropanol or isopropanol-ethyl-

acetate mixtures. Yields of the recrystallized product

range from 30 to 45%. Elemental analysis (Texas Analytical
Laboratories, T",.) calcd f 30Hi6C 5CoN 2 . C: 49.44;

H, 2.22; N, 11.54; Co, 8.09; Cl, 24.32. Found: C, 48.94, H,

2.22; N, 11.44; Co, 7.34; Cl, 23.38.

Principal bands in the infrared spectrum of the product
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obtained using a Perkin-Elmer 1600 series FTIR are found at

1654, 1604, 1563, 1508, 1489, 1386, 974 and 682 cm-1 . Molar

absorptivities in the uv/vis spectrum measured in methanol

solution using a Varian Cary 2315 Spectrophotometer are

given in parenthesis after the wavelength maxima in nm: 486

(1220), 384 (19,100), 258 (53,900). Molar conductances (cm2

omh-1 mol -1 ) of 0.001 M solutions in two solvents were found

as 91 in water and 98 in CH3CN compared with ranges of

110-140 in water and 120-160 in CH3CN normally found for 1:1

electrolytes in these solvents (10). Proton nmr spectra

measured with a Varian VXR-300 MHz Spectrometer exhibit

shifts for 8 protons in the aromatic region: 7.65 (1, t);

7.74 (1, d of d); 8.00 (1, s); 8.07 (1, s); 8.20 (2, m);

8.28 (1, d); 8.64 (1, d). The abbreviations s, d, t and m

are used for singlet, doublet, triplet and multiplet,

respectively. The samples are diamagnetic from measurement

on a Johnson-Matthey Magnetic Susceptibility Appartus when

corrected for the diamagnetism of the ligand. A single

cyclic voltammetry wave is measured at -250 mv vs Ag/Ag+

using a Pt disk working electrode attached to a BAS 100A

Electroanalytical System. *Voltammograms at scanning rates

of 20 to 200 mv/s were measured on 4 mM solutions in

CH3CN with 0.1 M tetrabutylammoniumhexafluorophosphate as

the electrolyte buffer.

Single crystals of sufficient size and quality for

x-ray defraction analysis were grown from ethyl acetate-
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ethyl ether mixtures. The molecular structure of the

complex obtained working in collaboration with R. E. Davis,

University of Texas - Austin, is illustrated in Figure 2.

The structure is refined to an R value of 5%.

Laser flash photolysis was used to study the photophys-

ical and photochemical behavior of Co(DCQPA)2Cl. The third

harmonic of a Nd:YAG laser (355 nm) excited the sample in

solution and a nitrogen-pumped dye laser probed the excita-

tion induced changes in the sample asorption. Both lasers

delivered nanosecond pulses at 10 Hz and the overall temp-

oral resolution of the apparatus is approximately 30 ns. The

performance of the appartus was evaluated using the fluo-

recence of tris(bipyridine)ruthenium(II) prepared in our

laboratories.

Experiments were conducted on 10-3 to 10- 4 M solutions

of Co(DCQPA)2CI in methanol placed in a 5 cm pathlength

sample cell. The optical path was oriented so that the

excitation and probe beams were collinear but counterpropa-

gating through the cell. Previous studies had shown that

the excited system absorbed at 633 nm so probing was begun

in this region of the spectrum. A rapid, instrument-

limited rise in signal that coincided with the onset of

excitation was observed. The signal showed no unusual

early-time changes and it persisted for the maximum length

measurable by the apparatus (1 ms).

Further investigation required the modification of the
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apparatus illustrated in Figure 3. The dye laser was

replaced with a 1 milliwatt, continuous-wave He-Ne laser as

well as software modification to permit continuous data

acquisition after each YAG laser shot. The output of the

probe photodiode was also measured at the output of the

sample cell using a storage oscilloscope. This arrangement

allowed the intensity of the He-Ne beam exiting the sample

to be measured as a function of time for periods on the

order of several seconds.

Synthesis of bis[N-8-(quinolyl)picolinamido]cobalt(III)

hexafluorophosphate, Co(QPA)2PF 6 An analogous procedure to

that for Co(DCQPA)2C1 produces the unchloronated complex if

NH4PF6 is added to precipitate the product after oxidation

with H202. Starting with 5 mmol of cobalt(II) chloride

hexahydrate and 10 mmol of both 8-aminoquinoline and pyri-

dine-2-carboxaldehyde gives Co(QPA)2PF6 in 74% yield.

Significant peaks in the ir are observed at the following

frequencies (cm-' : 2364, 1644, 1604, 1503, 1468, 1397,

1359, 844, 763, 558. Shifts in the proton nmr are consis-

tent with 10 protons on each ligand and are located in the

aromatic region: 7.24-7.37 (2, m); 7.69 (1, d); 8.00-8.03

(2, m); 8.11-8.17 (3, m); 8.29 (l,d); 9.58 (l,d). The

magnetic moment is 0.3 BM confirming that the cobalt is in

the +3 oxidation state and the molar conductance in acetone

is 118 cm2 ohm-1mol -1 as expected for a 1:1 electrolyte in

this solvent (10). Cobalt analysis by atomic absorption on
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Nd:YAG A/D-D/A Board He-Ne
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photodiode photodiode

F7.EL -7

photodiode )(photodiode

Figure 3. Diagram of the laser photolysis apparatus and data

acquisition system.
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a Varian AA Spectrometer is 8.4% Co compared with a

calculated value of 8.41% for C,0HI 6CoN602PF6. The cyclic

voltammogram exhibits one wave at -521 mv vs a Ag/Ag

reference electrode.

IV. METHYL SUBTITUTED PMAQ - IRON AND COBALT COMPLEXES

All of these materials were prepared in a manner

diagrammed in equation 1. Early work with PMAQ was reported

by Dwyer and co-workers (11). Our work modifies Dwyer's

procedure in that the complex is produced using the metal

ion as a template to produce the ligand. This procedure

avoids the low yields observed when the ligand is prepared

separately and then complexed to the metal ion. In the case

of the iron(II) species iron filings were added to the

reaction mixture to prevent oxidation of the metal and were

filtered off just prior to precipitation with NH4PF6 . These

materials were characterized by elemental analyses, infrared

spectra, proton nmr of the diamagnetic iron complexes, molar

conductance and magnetic moments. The yields of all the

materials were at least 60% of the theoretical. The uv/vis

and cyclic voltammetry waves were measured in solution.

Data for each complex is summarized below. All of this

information is consistent with the formulation ML2 (PF6)2.

An octahedral geometry around the metal ions by 6 nitrogen

donor atoms is the expected structure for each of the

complexes.

For Fe(PMAQ)2 (PF6)2 and the other compounds in this
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series the elemental analyses were performed by Galbraith

Laboratories. The other measurements were obtained as

described above. Calcd. for C30H22FeF1 2N6P2 : C, 44.36; H,

2.73; N, 10.35; Fe, 6.87. Found: C, 44.35, H, 2.96; N,

10.15; Fe, 7.00. Principal bands in the ir (cm- ): 1594,

1537, 1462, 1398, 1299, 1253, 1214, 840, 765, 558. Chemical

shifts in the proton nmr: 7.18-7.11 (2,m), 7.65 (1,d), 7.90

(l,dd), 8.03 (1,d), 8.19-8.08 (2,m), 8.23 (l,d), 8.36 (1,d),

9.11 (1,d), 10.66 (l,s). Molar conductance measured in

acetone is 184 and is within the range of 160-200 for 2:1

electrolytes in acetone. Three 1 electron, pseudo-revers-

+ible, cv waves occur at -930, -676, and 1158 my vs Ag/Ag

UV/vis spectrum in methanol wavelength maxima in nm (molar

absorptivity): 658 (5360), 563 (3390), 420-470 (4710), 372

(34,800), 352 (34,900).

For Fe(Me-PMAQ) 2 (PF 6 ) 2 elemental analyses calcd. for

C3 2 H2 6 FeF1 2 N6 P 2 : C, 45.74; H, 3.12; N, 10.00; Fe, 6.65.

Found: C, 46.45, H, 3.24; N, 10.15; Fe, 6.68. Principal

bands in the ir (cm- ): 1597, 1544, 1467, 1402, 1319, 1242,

1221, 843, 778, 558. Chemical shifts in the proton nmr:

2.05 (3,s), 7.49-7.58 (2,m), 7.92 (l,dd), 8.14 (l,d), 8.21

(l,dd), 8.33 (1,d), 8.58 (l,d), 8.85 (1,s), 9..23 (l,d),

12.57 (1,s). Molar conductance measured in acetone is 203.

Two 1 electron, pseudo-reversible, cv waves occur at -1222,

-990 mv vs Ag/Ag+ . UV/vis spectrum in methanol wavelength

maxima in nm (molar absorptivity): 654 (3970), 558 (2880),
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454-472 (3500), 373 (28,800), 355 (31,400).

For Fe(PMAQ-Me) 2 (PF6)2 elemental analyses calcd. for

C32H26FeF1 2N6P2 : C, 45.74; H, 3.12; N, 10.00; Fe, 6.65.

Found: C, 46.25, H, 3.15; N, 9.97; Fe, 6.49. Principal

bands in the ir (cm-1 ): 1608, 1561, 1461, 1378, 1308, 1208,

838, 771, 556. Chemical shifts in the proton nmr: 2.08

(3,s), 7.78-1.84 (2,m), 8.07 (l,dd), 8.20 (1,d), 8.43

(1,dd), 8.65 (2,m), 9.47 (1,d), 10.17 (1,s), 13.88 (l,s).

Molar conductance measured in acetone is 190. One 1

electron, pseudo-reversible, cv wave occurs at -992 mv vs

Ag/Ag+ . UV/vis spectrum in methanol wavelength maxima in nm

(molar absorptivity): 658 (6600), 562 (3850), 456 sh (3760),

372 (37,600), 356 (38,400).

For Co(PMAQ) 2 (PF6)2 elemental analyses calcd. for

C30H22CoF1 2N 6P2 : C, 44.19; H, 2.72; N, 10.31; Co, 7.23.

Found: C, 44.43, H, 2.79; N, 10.31; Co, 7.94. Principal

bands in the ir (cm- ) : 1618, 1599, 1506, 1474, 1397, 1223,

841, 770, 558. Molar conductance measured in acetone is

200. The magnetic moment is 2.85 BM. Three 1 electron,

pseudo-reversible, cv waves occur at -1182, -837, and -48 mv

vs Ag/Ag+ . UV/vis spectrum in methanol wavelength maxima in

nm (molar absorptivity): 416 sh (5860), 394 sh (8870), 355

(14,200), 312 sh (9030).

For Co(Me-PMAQ) 2 (PF6)2 elemental analyses calcd. for

C3 2 H2 6 CoF 1 2 N6P 2 : C, 45.57; H, 3.11; N, 9.96; Co, 6.99.

Found: C, 46.04, H, 3.08; N, 10.05; Co, 6.46. Principal
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bands in the ir (cm- ): 1627, 1599, 1504, 1467, 1399, 1219,

841, 764, 558. Molar conductance measured in acetone is

211. The magnetic moment is 4.69 BM. Two 1 electron,

pseudo-reversible, cv waves occur at -1207 and -852 mv vs

Ag/Ag + . UV/vis spectrum in methanol wavelength maxima in nm

(molar absorptivity): 355 (24,700), 262 (31,700).

For Co(PMAQ-Me)2 (PF6)2 elemental analyses calcd. for

C32H26CoF1 2N 6P2 : C, 45.57; H, 3.11; N, 9.96; Co, 6.99.

Found: C, 45.88, H, 3.09; N, 9.96; Co, 6.95. Principal

bands in the ir (cm- ): 1622, 1596, 1508, 1479, 1374, 834,

770, 558. Molar conductance measured in acetone is 185.

The magnetic moment is 5.00 BM. Three 1 electron,

pseudo-reversible, cv waves occur at -1231, -814 and -346 mv

vs Ag/Ag+ . UV/vis spectrum in methanol wavelength maxima in

nm (molar absorptivity): 358 (17,300)' 315 sh (11,70), 266

(28,500).

V. RUTHENIUM COMPLEXES

All attempts to prepare pure samples of the ruthenium

complexes to date have only yielded complicated mixtures.

Up to thirteen column chromatography bands have been

observed in purification steps using alumina packed columns.

As a result of this complication no additional information

is available concerning-these potentially interesting

materials.

The preparations of Ru(PMAQ)2 (PF6)2 have been attempted

in the same manner as those that are successful for the iron

127-17



and cobalt analogues. Ruthenium(III) chloride is used as

the starting material and the hypophosphrous acid or oxalic

acid are employed as reducing agents for the metal.

Reaction times of as long as 72 hr are no more successful

than shorter times in yielding tractible crude products.

VI. RECOMMENDATIONS

In as much as the materials reported here are all new,

there is much work to be done to explore their properties

and to evaluate their potential for useful applications.

Similarities between these complexes and those of the poly-

pyridine ligands can only suggest that the new substances

will have the capability to store and transfer energy

absorbed in the ultraviolet and visible region to other

molecules and thus promote novel and important photo-

chemistry. The scope of the work to date has shown that one

of these substances, Co(DCQPA)2C1, is being promoted to an

excited state by absorbing 355 nm laser light and that the

excited state has a lifetime of 2.5 s. This compound is

stable to irradiation under the conditions to which it has

been subjected in the experiments described in this report.

More experiments are planned after the conclusion of this

project to elucidate the behavior of the excited

Co(DCQPA)2C1 in methanol solution. We plan to study the

transient signal as a function of the probe wavelength and

to investigate the early time kinetics more throughly to

search for additional, shorter-lived transients.
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Our quest for a viable route to prepare the ruthenium

analogues will continue. Reaction conditions that produce

fewer by-products must be found before suitably pure

ruthenium complexes can be successfully isolated and

characterized.

Photophysical and photochemical evaluation of the iron

and cobalt complexes of PMAQ, Me-PMAQ, and PMAQ-Me is also

planned. The cobalt(II) compounds will be oxidized to

ascertain what effect the methyl substituent has on the

lifetime of the excited state. The iron compounds will be

subjected to laser induced studies as well. Photochemical

solvation and substitution in the coordination sphere for

these materials will have to be investigated to determine

their stability under irradiation.
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SEU SQUAUM AND alOLESTER4L "RATIO AS RISK PR ICIUR

CF CORDNAW AREID 'DISASE

ABSTPACT

The research reported herein was undertaken as a "Follow on" project which

is designed to contirme the effort of the Smmer Faculty Research Progran

initiated during the Smmer of 1986 at USAF School of Aerospace Medicine,

Brooks AFB, San Antonio, Texas.

In order to improvp the method for predicting heart disease, an analytical

method has been devel.. )r the analysis of squalene in serums. "he methc.l.

consists of three fundamental steps: lipid extraction, separaticn of hydrocarbons

by column chranatography, and squalene quantitatian by gas chranatography. Gas

chranatographic profiles of hydrocarbons in serums were analysed for 52 specimens

collected fram patients with and without carcnary artery disease. The concen-

tration of senin squalene was not depended on age and sex. The anoint of

squalene in serum (21-968 ng/ml) is relatively anall camparing to that of serum

cholesterol (111-369 mg/dl) and triglycerides (61-568 mg/dl). During prelninary

studies, ratio of squalene to cholesterol showed no significant pattern as a risk

Predictor. However, in same cases, the squalene concentrations were more related

to the concentratian of triglycerides in serum.
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A. Introidctian

The medical evaluations for predicting coronary disease (CAD) are required

for the relative young Air Force flying personnel who are referred to as the

Aeranedical Consultation Service. Abnomalities of lipoproteins have been found

in patients with CAD, as well as in patients who have had a myocardial infraction

(1). The ratio of total cholesterol to high density lipoprotein (HDC) cholesterol

has been reported as a significantly useful laboratory predictors of CAD than

total cholesterol or HDL - cholesterol alone (2). Recently Messeri et al reported

that determinations of the amniotic fluid squalene/cholesterol ratio is a very

useful diagnostic tool in clinical practice (3.4). From the analysis of seran

sanples daring the 1980 summer research, squalene and other hydrocarbons were

believed to be presented in the non-polar hydrocambon fraction of lpoproteins

after thin-layer chranatographic separation step (5). Since squalene is know as

the direct precusor of cholesterol through a series of enzymatic reactions (6.7).

The squalene concentration and its ratio to cholesterol in lipoprotein could

conceivably be a new better risk predictor than the total/DL4 cholesterol ratio.

The proposed study is a continuation of a research effort to explore the

possible usefulness of new risk factor to enhance the evaluation of flying personnel

seen by the Aeranedical Ccriiltation Service. The primary mission of this study is

to develop reliable laboratory analytical method for squalene and cholesterol in

sermi and to evaluate the diagnostic value of squalene and its ratio to cholesterol

as new predictor of coronary artery disease. We hope this research will inprove

the specificity and sensitivity of carrent clinical methods for predicting heart

disease in the flying personnel referred to this medical activity. Early detection

would allow corrective action to be taken at an earlier time.
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B. Researd Cbjectives

the specific objectives of the proposed research are as follows:

1. Develop method for the quantitative analysis of squalene and

cholesterol in serm lipoproteins.

2. Perfom squalene and cholesterol analysis in sernu fran apprcximately

twenty-five patients with and without coronary artery disease

respectively.

3. Perform appropriate statistical analysis of results to detennine if

there are any significant differences in senn squalene and its ratio

to cholesterol in the two populations. Detennine the specificity and

sensitivity of the squalene and squalene/cholesterol results.

Establish and rank squalene and squalene/cholesterol values in

imnportance of predictors of coronary artery disease.
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C. EKD UM 'NZ M

1. Chemicals

Squalene, n-eicosane and sodiun dihydrogen phosphate were products of

Pfaltz & Bauer, Inc., St. Watenbury, Cr. Silica gel 40 (30-70 mesh AS]4)

was purchase frmn MC/B Manufacturing Chemists, Inc. Spice silica gel

sample preparatian cartridge was obtained fram Analtech, Inc. Other sol-

vents were of analytical grade and were purdased f3mn Aldrich Chenical

Compary, Inc.

2. Serum Specimens

Blood samples were drawn fron patients after an overnight fast of

approximately 12 hours. Blood samples are then pennitted to clot, and

senm was separated by- centrifugation.

3. Lipid Extraction

Extraction of non-polar lipids in lpoprotein was by a modification of

a method described by Slayback et al (10). About 1.0 ml of serum was used

for the quantitative analysis of squalene and cholesterol, With a 1.0 ml

graduated pipet, transfer the serum into labeled 25 ml centrifuge tabe with.

a Teflon-lined screw cap. Record the volume of the serun sanple. An

aliquot of an internal starilard solution of n-eicosane equivalent to 2 g

was added to the serum. After vortexing the tube briefly, with a 1 ml

graduated pipet, add 1 ml of 0.24 sodium dihydrogen phospMte buffer and

swirl the tube. With a repipet, add 3 ml of ethyl acetate. Ectract lipid

, '~.r mrt and 4L V-&A L. JA. U ALLL. L 4.A I .1~J.. QL.IA L1ZJ 1 q4

centrifuge for 5 minutes to separate the organic and aqueous phases (3/4

full speed). With a 5 ml graduated pipet, withdraw carefully the ethyl

acetate phase into labeled 12 x 125 mm screw top culture tubes, Evaporate

ethyl acetate under nitrogen gas at 400 C (water bath). The dry residue
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was dissolved by the addition of 1 ml of hexane and vortex. The

hydrocarbons were eluted with 3 ml of hexane on a Column ( 3 an long and

0.5 an in diameter) silica gel 40 (30-70 mesh ASIM). lhe hexane solution

was evaporated to dryness under a streamn of nitrogen at 400 C. The residue

was redissolved in 50 At of hexane imediately before injection into the

gas chxamatograph. Care was taken to maintain a nitrogen atmosphere in

tube at all steps in the extraction procedure. The extraction prooecdre

was verified by taking standard solutions of n-eicosane, squalene and

cholesterol through the method and both n-eioosane and squalene were found

to be quantitatively recovered.

4. Gas Cramatograph

A portion (1 to 24AI) of the hexane extract was chramatcgraphed on the

glass column (6 feet x inch CD, 3% SB-30 on 80/100 Supelaoport glass

column and fitted in a Traoor 560 gas ctimatography. The flow rate of

heliizn as 60 ml/mimte and the temperature program was fram 1500 to 240CC

at the increasing rate of 40/mirnte. Injector and FID detector temperatures

were 2800 C and 2400 C respectively. Areas of peaks were calculated by tri-

angulation. There were slight differences in relative detector responses for

mnpoands relative weight responses 1, 05 and 1. 00 for squalene and ni-eicosane

respectively and these were taken into accunt in calculations.

The identities of peaks designated as squalen were verified by coinjectaon

method on three different columns (6 feet x inch CD, 3% CV-i on 80/100

Sapelooport, 3% SE-30 on 80/100 Supelcoport, and 3% CV-I on 80/100 chrxosorb

W.H.P.). The amount of squalene in 1 ml sernm was too snal! to be veriied

by Dupont 321 mass spectrometer systen coupled to the gas chrmatoraph with

a 3% SE-30 on chruncsorb W (6 feet x 2 rn ID),
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5. Cholesterol and Triglycerides Anaiysis

Both cholesterol and triglycerides of serums were analyzed by

KODAK M 700 Analyzer using MXAK Kaha Clinical Chemistry

slides for calorimetric test. 10 uL serm was collected by standard

venipncture technique fran patients fasting for at least 12,

preferably 16 hours prior to drawing the samples. Senn was

renoed promptly fran the clot or cells and analyze as soon as

possible. Avoid repeated freeze/ thaw cycles.
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D. Result and Discussion

Because of the relative concentrations of senn squalene (21-968 ng/ml),

cholesterol (111-369 mg/dl), and triglyoerides (61-568 mg/dl) were quite

different, the low concentration of squalene and other hydrocarbons were

separated by column chramatograph (eluted with hexane on silica gel) fran

cholesterol, triglycerides, and othex high molecular weight lipids to make

it easier for hydrocarbons analysis by gas chninatograph. The amounts of

cholesterol and triglycerides were analysed independly by colorimetric method

with Kodak E 700 analyzer. The direct injection of hydrocarbon extract

onto a rnn-polar column in resolution of hydrocarbons into different classes

on the basis of molecular weight. The identity of squalene peak was assigned

on the basis of retention time data and co-chrcnatography with standards.

There were slight differences in relative flane ionization detector responses

for cancpunds (relative weight responses 1.05 and 1.00 for squalene and n-

eiosane respectively) and these were taken into account in calculations.

The extraction procedure was verified by taking standard solution of squalene

and n-eiaosane thrcgh the method and both hydrocaxbons were found to be

quantitatively recovered (100 = 5 percent). In general, serum squalene with

the second highest retention time in the hydrocarbons extract was the minor

compound. Mean value for squalene was 169 ng/ml among 52 serum specimens.

7he reproducibility of squalene analysis was investigated by taking 10 x 1.0 ml

aliquots of a pooled serum thrcugh the method. The data obtained was squalene

103 : 5 (mean - SD), CV 4.85.

Fran the preliminary studies, the concentrations of serm squalene were not

dependent on patients' age (18 to 96 years) and sex. However, in sane cases,

the squalene concentrations were related to the concentrations of triglycerides

in serm. Probably due to the fact that both squalene and triglycerides are
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believed to be derived fran sebaceous glands (13, 14). It was noticeable for

sample No. 29 that patient had not only the unusual high concentration of tri-

glycerides (568 mg/dl) but also high concentration of squalene (752 n/ml).

Ratio of serum squalene to cholesterol showed no significant pattern in all

ages.

The data presented here was preliminary in nature because of the small

number of unscreened patients in the series. In addition, medication of

patients cculd have an effect on skin lipids in serum. Terefore, it is recan-

mended to screen the serum specimens more carefully to see the role of serum

squalene and other hydrocarbons in relating to coronary heart disease.
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Table 1. The Ccntents of Sqpalene, -lez terol, and Triglyceride
in Semnis

Sample Squalene Cholesterol Triglyceride
No. Age s (ng/A ) (g/dl) (mg/dl) MI

1 18 M 247 175 95 No

2 20 M 53 240 98 No

3 21 F 42 195 52 No
4 21 M 196 142 233 No

5- 24 M 50 138 107 I No
6 26 M 307 136 62 No

7 27 F 63 ii 93 No

8 28 F 340 202 118 No

9 1 28 F 286 191 152 No

10 31 F 103 213 181 NO..

11 32 F 32 163 112

12 32 M 62 172 162 N_

13 33 M 190 196 74 No

14 34 F 288 164 182 No
15 39 F 41 193 77 No

16 39 M 54 226 188 No

17 40 F 212 248 73 J No
18 42 F 129 - 72 _

19 43 F 86 208 67' No

.20 . 45 F 7 93 211 166 No
21 1 46 M 90 201 122 No

22 946 M96 219 123

23 51 FI 125 202 35 No

24- 54 M 84 242 170 No

25 55 m15 182 ___240 N
26 58 1 _ _ _69 .304 . .251 . . No
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Table 1. 7he Cuite-mts of Squaiene, Cholesterol, ad Triqyc ide in
Senrus (contiued)

Sanple Squalene Cholesterol Triglyceride
No. Age SEX (ng/ml)/dl) (rr /dl) - MI

* 27 58 F 968 222 144 Yes

28 59 F 206 369 195 No

29 59 M 752 223 568 No

30 62 F 139 - - 173 78 No

31 . 60 F 91 189 117 No

.. 32 65 F 85 195 138 No

33 65 F 65 237 90 NO

34 69 M 168 224 75 Yes

35 69 M 344 183 172 No

36 71 F 233 151 203 No

37 72 F 150 315 168 Yes

38 73 F 70 260 281 Yes

39 75 F 93 275 129 No

40 75 M 218 153 88 Yes

41 76 F 89 206 115 No

42 78 __M 155 176 139 No

43 76 F 85 189 97 Yes

44 79 M 183 170 127 No___ T
45 I 81 M 125 131 86 No

46 82 F 124 217 105 --Yes

47 I 83 M 172 188 218 No

48 83 M 156 147 259 No

49 82 i21 22 Iv

50 84 - F 176 206 194 I No

52 96_ 213 213 61 ____ _ No]HKvJ ;" L12-11
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E. Suggestions for Further Research

1. Fran the preliminary study on sen squalene concentrations of 52

patient sanples with and without oronary artery disease, it was

observed that the relative small amnts of squalene uas the minor

ompound among other unidentified hydrocarbons. I would like to

recmmend to analyze and identify the detailed hydrocarbons profile

in order to see if there is any other significant relationship of

these hydrocarbons to the predictions of coronary artery disease in

the flying personnel.

2. Although fran the preliminary infomation of the limited mnnber of

patient samples, no significant pattern was cbserved that ratio of

squalene/cholesterol could be a risk predictor for heart disease.

However, by analysing the change of serm squalene and other hydro-

carbons of the individual for a period of time might give a better

picbre to see any significant relations of squalene concentrations

to the developing of heart disease.
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I. Introduction

The objectives of this mini-grant were to consider techniques for converting the mi-
crofiche ECG database at Brooks School of Aerospace Medicine to a digitized representa-
tion for computer storage and retrieval, to investigate techniques for data compression, and
to investigate techniques for screeing abnormal from normal beats with very low probability
of missing abnormal beats.

At the beginning of the contract period, Brooks School of Aerospace Medicine con-
tracted with Quest Systems to do the conversion from microfiche to digitized format, using
a PC-based system with optical frame grabber. The focus of this grant was on the de-
velopment of techniques for data compression and for discriminating between normal and
abnormal beats, to be applied to the computerized data base resulting from the conversion
by Quest Systems.

One approach to data compression for ECG data is to use a template for the QRS
complex (and possibly the T wave) formed through some statistical averaging, either over
the population or over the individual. The difference between a QRS complex and the
template is encoded and stored (to recover it is only necessary to decode the difference
and add the template).

The approach taken in this study was motivated by the idea that an integrated ap-
proach to compression and interpretation should be taken, to allow for data base queries
to extract all heart beats exhibiting a specified morphology. If the compression technique
is one for which morphology can be determined directly from the compressed form, then
retrieval will be much faster than if each beat in the data base must first be decompressed
before determining whether it has the specified morphology. The basic approach investi-
gated in this study is as follows:



1]. The ECG waveform is represented as a sequence of first differences (so that
the waveform can be recovered from the initial value and the addition of first differences).

2]. First differences are quantized into 2n + 1 intervals of width 6. The (n + 1)st
interval corresponds to differences:

Idl <

the jth interval corresponding to differences:

and the jth interval corresponding to differences:

(j-n)<d<(i+1-n), n<j <2+l1

3]. The signal change is additively decomposed into it's quotient and remainder
module 6. That is, a first difference d is represented as d = j6 + r, with the result that a
QRS complex and T-wave H may be represented by a pair of strings (j,r) with j being
the string of interval indices or quotients, jIj2 ... jw and r being the string of remainders
r1r2 ... rw where w is the width of H. Assuming that n and 6 are chosen to accomodate
the maximum slope occuring in an R-wave and the maximum negative slope in an S-wave,
H can be recovered from (j, r) and the initial value.

4]. Assuming a resting ECG from a presumably healthy patient, the interval
index strings j will cluster about a suitably chosen template string j* and storing some
string transformation T : r - r* will result in a data compression of r from which the
morphology of the corresponding heart beat can be determined.

II. String Transformations
Various notions of string transformations have be defined as a basis for the distance

between two strings strings or sequences. The simplest is Hamming distance, which is appli-
cable to equal length strings and has as basis the transformation of one string into another
by equal and unequal character substitution. The Damerau-Levenshtein (61 metric can be
viewed as an extension of Hamming distance, adding single character insertion/deletion
operations to the substitution operations, and making possible the comparison of unequal
length strings. For the purpose of this study, a more general notion of string transformation
was developed [1] termed an edit system.

An edit sys tem is defined as a 4-tuple = < A, N, E, c > composed of an alphabet A,
a set N of symbols used as character Variables, a unit? set of edit rules E, and a cost
function c. Each edit rule e has an associaLed,'non-negativc cost c e) and :3of the foor'
x -- y where x, y are strings belonging to (A U N)*. A basic requirement is that any
character variable occurring in y must have first occurred in X. We will use W, W' and
Wi for character variables so that W can assume any value in A. Multiple occurrences
of the same character variable such as W or Wi are related by the requirement that later
occurrences are bound to the value assumed by a previous occurrence. The character
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variable W' is related to that of W by requiring that W' assume any value not assumed
by a previous occurrence of W.

Further definitions are needed before the concept of an edit system is complete. If x
is a string over A U N and u is a string over A with Jul = JxJ, then u is an instance of z if
ui = Xi when xi is in A and if, for xi, xj in N, z = xi =;> ui = ui. Also, zj = x =: uj 0 u.
This ensures that multiple occurrences of a character variable are bound to the same value
while W' cannot assume the same value as W. As examples, 00 and 11 are instances of
WW and W1 W2 but not WW' while 01 and 10 are instances of WW' and W1 W2 but not
WW.

If u is an instance of x, then the pair x/u defines a partial function Pz,u or p from
N' = {WJW = xi for some i} into A by p(xi) = ui. As an example p(W) = 0 and
p(W') = 1 for the partial function defined by W1W'/011. If y is a string over A U N' and
p is a partial function from N' into A, we extend function p to strings by defining p(y) as the
string obtained from y by taking characters from A as they occur and replacing character
variables by their values as assigned by p. The partial function of the last example would
thus produce 110 when applied to W'1W. The application of an edit rule e : x -+ y to
a string u is possible only if u is an instance of x in which case the result is the string
e(u) = p/()

To transform strings other than those which are an instance of the left hand side of an
edit rule, we can adopt alternative conventions, the tradeoff being between the power of an
edit system and the complexity of edit distance computation. For this study, the convention
was adopted which has the effect that any characters produced by edit operations cannot
be further edited. This may not seem like much of a restriction, but it precludes adjacent
interchange, W W2 --+ W2 W1, from being used more than once to move a character more
than one character position.

We define an item to be a marked string of the form w.z where w and z are strings
over A. Rule e : z - y is applicable to item w.z if z = uv where u is an instance of x;
in this case the result is the item e(w.z) = wp/u(y).v with the dot moved to ensure that
the next rule is applied to the first part of v. In this way we ensure that rules are applied
in left to right fashion to a previously unedited portion of the string and that every part
of the string is edited. A transformation T : s --+ t of a string a into a string t (both in
A*) is a sequence of edit rules el,..., ek such that el is applicable to item h, = A.s, e2

is applicable to item h2 = el(hi), etc., with ei being applicable to item hi and producing
hi+1 = ei(hi) and hk+1 being equal to i.A (here A is the empty string).

Finally we turn to the edit costs as a basis for defining edit distance. The cost of
an edit rule may be any non-negative number. As in simple Levenshtein distance, the
cost c(T) of a transformation T in a general edit system is defined to be the sum of the
individual edit costs and the edit distance with respect to edit system S is defined to be
ds(s, t) = min{c(T) It is an edit sequence with respect to S for which T :s t}.

In this study: only rule costs were considerd which snrfnrm to L-ve..htein diatancc
in the following sense. Simple Levenshtein distance is based on edit costs that tend to
conserve characters: a cost of 1 is associated with insertion, deletion, and unequal sub-
stitution. If dL(X,y) denotes the simple Levenshtein distance between strings z and y
over A, then dL(X,y) is the minimum transformation cost required to transform : into
y, a transformation being a sequence of edit operations (over insertion, deletion, equal or
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unequal substitution) and having cost equal to the sum of the individual edit costs. Rule
costs conform to Levenshtein distance if c(e) > dLr(u,e(u)) for rule e : x -+ y and for any
string u an instance of x (in which case e(u) = p./u(y)). For example, WW --, W and
e: W -* WW must have cost > 1 while WW 2 -- W2 Wi may have cost 0.

Of particular interest were edit systems which consist of some combinations of the
operations of insertion (A - W), deletion (W - A), equal substitution (W --+ W),
unequal substitution (W -- W'), compression (WW -- W), projection (W 1 W -+ Wi) and
(W1 -+ W 1 W), and expansion (W -- WW).

An ezpansion system will be one for which strings may only be transformed into strings
of equal length or longer. A compression system will be one for which strings may only
be transformed into strings of equal length or shorter, while a complete system is one for
which any string can be transformed into any other. Some specific systems are shown to
have applications to data compression. An efficient algorithm for computing the least cost
transformation T : r -+ r* of the interval index string r for a heartbeat into a template
string r* was developed and appears in [1].

III. Applications of Compression/Expansion Systems to Data Compression

It is anticipated that general edit systems will have applications to the same sorts of
problems to which Levenshtein distance has been applied, and perhaps more accurately
model primitive operations comprising string transformation. These applications are nu-
merous; they include pattern recognition, spelling correction, data compression and error
correction in variable length codes. A survey of applications is contained in [7].

In this stuy, the interest is in the application of edit systems to data compression
and pattern recognition. First is given a sketch of an approach to using edit systems
for data compression. In [4] the author gives an algorithm for constructing the longest
common subsequence and the shortest common supersequence of a set of strings. For a
set of very similar strings, such as the heartbeats in a resting ECG strip of a healthy
patient, an effective compression technique is to use the LCS or SCS as template and store
the tra -sformations of each string in the set into the template j*. Now each string can'be
transformed into the the longest common subsequence using only the operations of deletion
and equal substitution, and can be transformed into the shortest common supersequence
using only the operations of insertion and equal substitution. This technique can be
extended to a larger set of operations. For sake of example, consider the simple expansion
system:

E = (el : W --+ WW, e2 :hA--, W, e3 : W--+ W)

To illustrate the compression process, consider the two strings j* and j with transformation
T:j-.-+j*:

*= bbeeeeeaa-- dd

j = beeeeaaaaaaddd

T = e1 e 3 ... e3 e l e3 ... e3 e1 e 3 e3

Define the inverse of an edil system as being another edit system which provides the inverse
to any transformation provided by the first system in the following sense: there is a 1-1
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onto function f : E -- E' such that if T is a transformation over E with T : a - t, then
f(T) is the corresponding transformation over E' for which f(T) : t --+ a. As an example,
the inverse of the expansion system E above is:

E' = (e' : WW --+ W, e2 : W --, A, e': W --+ W)

with f(ei) = e .
Now if Y is a set of strings all transformable into a string X under some edit system

with an inverse edit system, then Y may be represented by string X along with the
inverse transformations. Since the underlying assumption is that the strings, along with
the template, are very similar, the equal substitutio,. operation will be the most prevalent.
For this example, the remaining inverse operations, el, e2 of compression and deletion are
encoded with a single bit. Then a run (of equal substitutions) length encoding scheme gives
a storage requirement of k. (1092(lj*l) + 1) where k is the number of operations 5 equal
substitution required to perform the inverse transformation of the LCS j* into j. For the
above example, storage requirements are 3 (4 + 1) = 20 bits versus 16. og2(2n + 1) bits
where 2n + 1 is the number of quantiles or difference intervals.

IV. Summary

The support provided by the AFSOR mini-grant partially supported the work detailed
in [1] ,[21, and (3], copies of which are attached. The objectives of the contract have only
been partly achieved, due to the unavailability of digitizied resting ECG data for healthy
patients. When this data becomes available, the compression techniques will be.applied
and the results incorporated into the final draft of this report.

Although there are many techniques for data compression, the technique described in
this report has the property that it is based on transformations of compressed beats into a
template string, with the basic operations employed by the transformation corresponding
to small, local changes in width, slope and morphology in general. For example, a notch
due to block could be modeled by a rule/rules in the edit system allowing the substitution
of a notch for a peak, which would have the obvious counterpart/counterparts in an inverse
edit system. Since the compressed beats are the inverse transformations (to transform the
template into the original beat), all beats with block can be retrieved by direct search for
these transformations.
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General Edit Systems

For String or Sequence Transformation

Frank Hadlock

Tennessee Technological University

I. Introduction

Vtous noti-)ns of edit distance between two strings have been defined, the simplest
being tha; of ffamming distance, which can be thought of as being the number of un-
eqtial substitutions needed to transform one binary string into another. The Damerau-
Levenshtein [6J metric can be viewed as an extension of Hamming distance, adding single
character insertion/deletion operptions to the substitution operations, and making possi-
ble the comparison of unequal length strings. General Levenshtein distance [8] employs
arbitrary, nonnegative costs as a function of the edit operation and the character operands.
In this paper, we consider a more general notion of string transformation which will be
termed an edit system.

We define an edit system as a 4-tuple = < A, N, B, c > composed of an alphabet A,
a set N of symbols used as character variables, a finite set of edit rules E, and a cost
function c. Each edit rule e has an associated, non-negative cost c(e) and is of the form
x -4 y where z, y are strings belonging to (A U N)*. A basic requirement is that any
character variable occurring in y must have first occurred in z. We will use W, WI and
Wi for character variables so that W can assume any value in A. Multiple occurrences
of the same character variable such as W or Wi are related by the requirement that later
occurrences are bound to the value assumed by a previous occurrence. The character
variable TV' is related to that of W by requiring that I'V' assume any value not assumed
by a previous occurrence of W.

Further definitions are needed before the concept of an edit system is complete. If X
is a string over A U N and u is a string over A with lul = xil, then u is an instance of x if
ui = xi when Xi is in A and if, for xi, xi in N, xi = xi L* ui = ui. Also, zj = ze = uj ui.
This ensures that multiple occurrences of a character variable are bound to the same value
',nile W' cannot assume the same value as W. As examples, 00 and 11 are instances of
WW :nd W. W. but no. WW' while 01 and 10 are instances of WW' and W, W, but not

WW.
If u is an instance of z, then the pair ,/u defines a partial function Ps/u or p from

N' = {WIW = zi for some i} into A by p(xi) = ui. As an example p(W) ='0 and
p(W') = 1 for the partial function defined by W1W'1/011. If y is a string over A U N' and
p is a partial function from N' into A, we extend function p to strings by defining p(y) as the
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string obtained from y by taking characters from A as they occur and replacing character
variables by their values as assigned by p. The partial function of the last example would
thus produce 110 when applied to W'lW. The application of an edit rule e : X - y to
a string u is possible only if u is an instance of x in which case the result is the string
e(u) = P,/,,C).

To transform strings other than those which are an instance of the left hand side of
an edit rule, we can adopt alternative conventions, the tradeoff being between the power
of an edit system and the complexity of edit distance computation. In this paper, the
convention adopted has the effect that any characters produced by edit operations cannot
be further edited. This may not seem like much of a restriction, but it precludes adjacent
interchange, W 1 W 2 --* W 2 W1, from being used more than once to move a character more
than one character position.

We define an item to be a marked string of the form w.z where w and z are strings
over A. Rule e : x - y is applicable to item w.z if z = uv where u is an instance of x;
in this case the result is the item e(w.z) = wp./,(y).v with the dot moved to ensure that
the next rule is applied to the first part of v. In this way we ensure that rules are applied
in left to right fashion to a previously unedited portion of the string and that every part
of the string is edited. A transformation T : s - t of a string i into a string t (both in
A*) is a sequence of edit rules el,... ,e, such that el is applicable to item h, = A.s, e2
is applicable to item h 2 = el(hi), etc., with ei being applicable to item hi and producing
hi+1 = ei(hi) and hk+l being equal to t.A (here A is the empty string).

Finally we turn to the edit costs as a basis for defining edit distance. The cost of
an edit rule may be any non-negative number. As in simple Levenshtein distance, the
cost c(T) of a transformation T in a general edit system is defined to be the sum of the
individual edit costr and the edit distance with respect to edit system S is defined to be
ds(a,t) = min{c(T) It is an edit sequence with respect to S for which 7': J -+ t}.

In this paper we will only consider rule costs which conform to Levenshtein distance
in the following sense. Simple Levenshtein distance is based on edit costs that tend to
conserve characters: a cost of 1 is associated with insertion, deletion, and unequal sub-
stitution. If dL(X,y) denotes the simple Levenshtein distance between strings z and y
over A, then dL(,Y) is the minimum transformation cost required to transform : into
y, a transformation being a sequence of edit operations (over insertion, deletion, equal or
unequal substitution) and having cost equal to the sum of the individual edit costs. Rule
costs conform to Levenshtein distance if c(e) > dL (U, e()) for rule e : x -) y and for any
string u an instance of z (in which case e(u) p,,,/(y)). For example, WW --+ W and
e : W -- WW must have cost > 1 while W1 W 2'-+ 17V1 1 may have cost 0.

Of particular interest will be edit systems which consist of some combinations of the
operations of insertion (A --+ W), deletion (W --, A), equal substitution (W - T'V),
unequal substitution (W - W'), adjacent interchange (W1W 2 -- 1 W2W 1), compression- Wvv- vi - ,, :, A ,adexa o (W - WW)
(WW --* W', projection ("141W -t ,1 ) and, W1 --v ',fl, a r, . (..

An expansion ystem will be one for which strings may only be transformed into strings
of equal length or longer. A compression system will be one for which strings may only
be transformed into strings of equal length or shorter, while a complete system is one for
which any string can be transformed into any other. Some specific systems are shown to
have applications to data compression.
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A transformation graph is defined for any edit system, and the edit distance is defined
to be the least cost transformation sequence, corresponding to a shortest path from initial
vertex to goal/final vertex. A shortest path algorithm, referred to by the author as the
Minimum Detour algorithm, is adapted to the task of computing the edit distance. It
is a ',uned version' of the A* algorithm, assuming a monotonic bound on the remaining
distance, and a small set of edge costs. It is shown that for some edit systems, the algorithm
is O(dn) while for others it is O(mn) where d is the distance and m and n are the string
lengths with m < n.

II. Transformation Graphs and
Distance Computation

In order to model all transformation sequences which can potentially transform source
string a into target string t, a transformation graph G is defined with vertices corresponding
to items and edges corresponding to edit operations. The initial vertex of G is the item
A.s while the goal vertex is t.A. In general, a vertex corresponds to an item w.z where w is
a prefix of t and z a suffix of a. If a = s'z and t = wt', then s' has been transformed into w
and it remains to transform z into t'. Application of rule e : z -+ y to item w.z is possible
only if z = uv such that u is an instance of z in which case the result is item wp,, (y).v
so that p./,u(y) must be a prefix of the remainder of the target t'. If so, there is an edge
from the vertex for w.z = w.uv to the vertex wpz/,,(y).v. It is clear that a transformation
of a into t corresponds to a path in G from initial to goal vertex. Figure 1 provides an
illustration.

a = aaabcc, t.= aacbd.

E =WW -W, W1 W2 -W 2 W1 , W - W', W -W}

A.aaabcc - c --- a.abcc

8 a

a.aabcc --c aa.bcc

a i

aa.abcc a.eb,

U

aac.bcc 8
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aacb.cc -c --- aacbc.A

Figure 1. A Transformation Graph

For this source-target pair, there are three possible transformations with respect to
the edit system, corresponding to the three paths from initial to goal vertex. The edit
operations have been labeled c, i, u and a for compression, interchange, u1nequal substitu-
tion and substitution. The labels on the edges indicate the operations represented. If a
cost system is used which assigns 1 to each operation except W -> W which has cost 0,
then any path from initial to goal vertex has cost 2. It is also clear that path length equals
transformation cost and that the edit distance ds(s, t) = 2.

III. The Minimum Detour Shortest Path Algorithm

In order to determine edit distance, it' suffices to fihd the shortest path in the trans-
formatioL graph from initial to goal vertex. For this purpose, we may use the Minimum
Detour shortest path algorithm, first introduced by the author for finding shortest paths
in grid graphs [1] and then applied to finding Levenshtein distance [2]. It may be regarded
as a 'tuned' version of the heuristic search A* algorithm [5]. The basis for selecting it over
Dijkstra's algorithm is that a lower bound function h(u) is easily computed for the trans-
formation graph; the function is then used by the Minimum Detour algorithm to establish
a sense of direction, guiding the search so that there are never more vertices expanded
than are expanded by Dijkstra's algorithm.

The basic definitions are repeated here for the sake of completeness. Let h(u) be a
lower bound to the length of the shortest path from u to a goal vertu C with the property
that the change in h, h(u) - h(v), observed in moving along an edge from u to v, never
exceeds the edge cost c(u, v) (monotonic condition). On a local level, it is desired to reduce
the lower bound by the maximum amount so the detour, d,,, of v with respect to u, is
defined to be

du, =c(uv) - (h(u) - h(v)) ,or

c(uv) + h(v) - h(v).

The detour tp of a path P is defined to be the sum of the detours of all but the initial
vertex:

d4 = '. d ,, where P = U1, u2... U.

It is easily established [2] that path lengt, equals path detour plus a constant (h(ui) -
h(u )) so that, since monotonicity implies p.th detour is non-negative, we have:

Theorem. A minimum etour path from i.iitial to goal vertex in the transformation graph
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is a shortest path and has length equal to the edit distance.

Assuming for the moment a lower bound function, the following algorithm can then
be used to determine edit distance. The algorithm is the Minimum Detour algorithm [11,
[2] and [3], tailored for finding minimum detour paths in transformation graphs for general
edit systems. The vertex set may be coordinatized using integer coordinate pairs (ij)
where i ranges from 0 to It[ (i is the length of the target prefix w of t produced already
by the edit sequence) and j from 0 to [l (j is the length of the source prefix being the
complement of z and which has been edited to produce w).

An array Label, indexed by these coordinates and initiaized to False at compile time,
will be used to indicate whether or not a vertex has been previously expanded. To store the
unexpanded vertices on the frontier list, the algorithm employs a series of stacks indexed
by the detour of the path from the initial vertex to the frontier vertex. Assuming a
lower bound function h(ij) to the edit distance from vertex (ij) to goal vertex (m,n)
(edit distance between source and target suffixes), the following algorithm computes the
minimum detour path (and thus the edit distance):

A. Minimum Detour Algorithm

{Let m = Itl and n = Isl so that the initial
vertex A.s is represented by (0,0) and the
goal vertex t.A by (m,n)}

Let c = h(O, 0) be lower bound of distance
from initial vertex to goal vertex;
Let Complete = False;
Let path detour pd = 0; Ds(s, t) =oo;

Push (0,0) on stack Spd;

Repeat {processes stacks in increasing
order of detour}

Repeat {processes stack of
detour pd}

Pop (ij) fromSpd;
If Not Label(ij) Then

If i = m and j = n
Then Complete = True;

Ds(s,t) = c + pd End
Else

Expand (ij)
Until Complete or Spd empty;
If Not Complete Then

pd = minf{i I Si nonempty}
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Until Complete or All S1 empty

End.

Where Expand(ij) is the procedure -

Expand (ij);
Label(ij) = True;
For each edit rule e : x - y Do

If Not Label (i+lyl,j+lx)
Then

Let u = sj+1..sj+lxl+1;
If u is an instance of x

Then If Px/u(Y) = tl+..i+ly[+1
Then

{comrpute detour d of
neighbor and push on
stack indexed by detour}
d = c(e) + h(i+lyl,j+lxl)

- h(i,j);
Push (i+ly[,j+lxl)
on Spd+d

End
End

End
The algorithm halts when it has found a least cost edit sequence with the cost of that

edit sequence, or else has determined that the source string cannot be transformed into
the target string (all stacks Si empty and Ds(s, t) =oo).

IV. Lower Bound Function for Edit Distance

In this paper we will only consider cost systems which conform to simple Levenshtein
distance so that aity lower bound function which is valid for simple Levenshtein distance
will serve for edit distance. In [2], the author introduced a bound function for simple
Levenshtein distance based on character frequency.

For any vertex in the transformation graph (i,j) a source suffix si+i.. 8 m must be edited
to produce a target suffix tj+ A..n. To establish a lower bound to the edit distance between
suffixes, define character frequency functions f(s, i, a) giving the frequency of character a
in the source suffix beginning with character si+1 and f(tj, a) similarly defined for the
target suffix. Clearly these functions can be computed in linear time in a single right to
left pass of the source and target strings. Now define the ezcess functions E (of source
over target or vise versa) as:

E[s,ij] = [f(a,i,a) -f(t,j,a)]
aeA

f(s,i,a)>f(t J,a)
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and the frequency bound as:

h(i,j) = max{E[,i,j],E[i,i,j]}.

It is shown in [2] that this is indeed a lower bound and that it is monotonic
The following example illustrates the use of the Minimum Detour algorithm with the

frequency lower bound function. For the edit system shown, assume that all edit rules
have cost 1 except equal substitution, W -- W, which has cost 0. The lower bounds are
as shown. For the initial vertex, A.abaaa, the frequency functions for source suffix abaaa
and target suffix aaaa are f(s,0,a) = 4, f(s,0,b) = 1, f(t,0,a) = 4, f(t,0,b) = 0 giving
E[s,0,0] = 1,E(t, 0, 0] = 0 and h(0,0) = 1.

s = abaaa, = aaaa

E = {WW- W, WW' -W, W -W, W -- W'}

A.abaaah= l - 0 - a.abcc = - 1 t aa.aaah=l

1

a a h= O

a. aaa~1

Figure 2. Example of Lower Bound Function

In expanding the initial vertex, it is seen that both neighbors a.aaa and a.baaa,
obtained by applying edit rules WW' -* W and W --* W respectively, are of detour 0.
However, applying W -* W' to a.baaa to obtain aa.aaa produces a detour of 1 so that
Minimum Detour would find the distance of 1 by expanding a.aaa and successor items
through equal substitution in linear time.

V. Applications of General Edit Systems

It is anticipated that general edit systems will have applications to the same sorts of
problems to which Levenshtein distance has been applied, and perhaps more accurately
model primitive operations comprising string transformation. These applications are nu-
merous; they include pattern recognition, spelling correction, data compression and error
correction in variable length codes. A survey of applications is contained in [7].

A L" ... ... "AL;1 ......... &L %.P U 5 .... U O O .WL* .... o 'U m6 rcssion. 1 - au-
thor gives an algorithm for constructing the longest common subsequence and the shortest
common supersequence of a set of strings. For a set of very similar strings, such as the
heartbeats in a resting ECG strip of a healthy patient, an effective compression technique
is to store the transformations of either the LCS or SCS into each string in the set. Now the
longest common subsequence is transformable into each string using only the operations
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of insertion and equal substitution, the shortest common supersequence requiring only the
operations of deletion and equal substitution. This technique can be extended to a larger
set of operations.

Define the inverse of an edit system as being another edit system which provides the
inverse to any transformation provided by the first system in the following sense: there is a
1-1 onto function f : E --+ E' such that if T is a transformation over E with T : s --, t, then
f(T) is the corresponding transformation over E' for which f(T) : t --+ a. As an example,
the inverse, for a binary alphabet, of the system in Figure 2 is E = {W - WW, W
WW', W- W, W - W'} with f(WW -+ W)= W - WW, f(WW' -W)= W-
WWI, etc. Now if Y is a set of strings all transformable into a string X under some edit
system with an inverse edit system, then Y may be represented by string X along with
the inverse transformations.

VI. Summary

In this paper, the notion of edit distance, introduced in [6] and [8] has been extended and
the Minimum Detour algorithm first introduced in [1] and applied to Levenshtein distance
computation [2] and string classification in [3] has been adapted to finding edit distance
when edit costs conform to simple Levenshtein distance. For special cases, the algorithm
will produce the distance in O(dn) time where d is the distance. This was shown to be
the case in [2] for simple Levenshtein distance (which is an edit system with edit costs
conforming to simple Levenshtein distance). In any case, by using the Label array, no
more than mn vertices are expanded so distar..e computation is O(mn) in general.
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ABSTRACT

Development of a New Ultrasensitlve Cholesterol Assay System

for the Determination of Free Cholesterol In Biological Fluids

A sensitive method suitable for the analysis of subnanogram amounts

of cholesterol In urine has been developed. Free cholesterol in urine is

isolated by ultrafiltration. The free cholesterol in the ultrafiltrate

and the added internal standard, epicoprostanol (5-beta- cholestan-

3-alpha-ol) are then derivatized with 2,3,4,5,6-pentafluorobenzoyl

chloride to form their corresponding pentafluorobenzoyl (PFB-) esters.

PFB-cholesterol Is then separated from PFB-eplcoprostanol and other

by-products by electron capture gas chromatography. The method has a

lower limit of sensitivity of approximately 100 picograms of cholesterol

injected, which corresponds to a concentration of 50 nanograms free

cholesterol per mL urine.

The search for esterases and sulfatases specific for the

corresponding cholesterol derivatives was initiated. Several

commercially available esterases and sulfatases were evaluated for their

ability to catalyze the hydrolysis of cholesteryl palmitate and

cholesterol sulfatase.
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1. INTRODUCTION

Coronary artery disease (CAD) is a leading cause of non-accidental

death in the United States. In 1985, over 500,000 deaths were

attributable to CAD (1). In addition to the immeasurable pain and

suffering of the individual victims and their families, CAD is very

costly to society with an estimated annual cost of over $60 billion

(1,2).

A portion of this financial burden falls upon the Air Force as CAD

is also the leading cause of non-accidental deaths among active duty Air

Force personnel. A 1981 study (3) estimated that the cost to the Air

Force in lost training, hospitalization, and disability retirement of a

rated pilot affected by CAD could exceed $500,000, which translates to an

annual cost of over $40 million.

Although still a serious problem, the incidence of CAD is declining,

due at least in part to the identification and popularization of risk

factors associated with the development of CAD (4). While these results

are encouraging, further decline in CAD incidence depends on the earlier

detection of CAD in people at risk. At present, the earliest CAD

symptoms appear too late for many individuals, leaving coronary bypass

surgery or balloon angioplasty as the only alternatives to prolong and

improve the quality of life. Sensitive and specific methods must be

developed to identify those persons at risk at an earlier stage, when

dietary and lifestyle modificatlons can be used to better advantage.

Several potential markers could prove to be useful in predicting

risk levels in CAD. One such marker is the fraction of cholesterol in

biological fluids that is not bound to protein, which is commonly
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referred to as free cholesterol. The small but important pool of free

cholesterol that likely exists in biological fluids could mirror

physiological events occurring in the cardiovascular system that reflect

the extent and severity of CAD. A method to detect the admittedly low

concentration of free cholesterol in biological fluids would be valuable

for the evaluation of this marker as a predictor of CAD risk.

In addition to free cholesterol, simple conjugates of cholesterol

such as cholesterol esters, sulfates, and glucuronides are present In the

various fluid pools of the human body. Potential correlations of the

levels of these substances in serum, saliva, or urine to CAD risk have

not been investigated due to a lack of reliable methods to specifically

detect such small quantities.

During the 1988 FSRP, a cholesterol assay was developed that can be

used for the measurement of subnanogram amounts of the sterol. This

assay was further optimized and a manuscript describing this assay was

prepared with Dr. Harvey Schwertner during the early part of the RIP

support period. This manuscript has been accepted for publication in

Clinical hemistrv. This research describes the development of a method

that incorporates this ultrasensitive assay in the measurement of the

levels of free cholesterol in urine. The development of these methods is

a necessary prerequisite to the evaluation of the potential of free

cholesterol and cholesterol conjugates in predicting CAD risk.

2. OBJECTIVES

As stated above, the ultimate goal of this research, in

collaboration with Dr. Harvey Schwertner (USAFSAM/NGIL), Is to evaluate

the effectiveness of free cholesterol and cholesterol conjugates in
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serum, saliva, and urine as predictors of CAD risk. The first step in

this process, the development of an ultrasensitive cholesterol assay, was

accomplished during the 1988 FSRP and the beginning of the 1989 RIP

support period. The specific objectives are outlined and follows:

I. Develop an ultrafiltration system for the isolation of free

(non-protein-bound) cholesterol and cholesterol conjugates from

biological fluids.

II. Enhance the sensitivity and minimize interferences from reaction

by-products in the ultrasensitive cholesterol assay system by

optimizing assay conditions.

III. Using commercially available esterases, sulfatases, and

glucuronidases, develop a sample treatment protocol that can be

used with the ultrasensitive cholesterol assay to determine the

amounts of cholesterol and cholesterol conjugates (esters,

sulfates, and glucuronides) present in the protein-free fluid

fractions obtained from objective 1.

IV. Modify this sample treatment protocol to permit the assay of

cholesterol and cholesterol conjugates in biological fluids.

V. Determine the reproducibility for the sample treatment and assay

processes.

3. METHODS AND RESULTS

I. Separation of free cholesterol.

Approach - An Amicon MPS-t ultrafiltration device with 30,000

molecular weight cutoff membrane (Amicon YMT membrane) was evaluated for

use in the separation of non-protein-bound cholesterol and hydrolyzable

cholesterol esters. This system was chosen as a result of its routine

130-6



E.R. Johnson -- 1989 RIP Final Report

use in the analysis of non-protein-bound testosterone (6), a compound

which is similar to cholesterol in structure. These membranes are

designed to pass free testosterone with minimal adsorption. To determine

whether or not free cholesterol could pass through the YMT membrane,

samples of ultrafiltered urine were spiked with various detectable

concentrations of free cholesterol and subsequently passed through a

fresh YMT ultraflltratIon membrane. Samples were assayed for cholesterol

using the assay method that was initially developed In the 1988 FSRP and

enhanced in this project.

Results - Initial experiments with the YMT membrane indicated

that some, but not afl, of the cholesterol in whole urine passed through

the membrane. As shown in Figure 1, about 23% of the total cholesterol

and hydrolyzable conjugates in a whole urine sample passed through the

ultrafIltration membrane, Indicating that the remaining 77% was likely

bound to macromolecular complexes In excess of 30,000 molecular weight.

In order to assess the adsorption of free cholesterol to the YMT

membranes, a known amount of cholesterol was added to a sample of

ultraflitered urine. A 500 mlcroliter aliquot of this sample was assayed

for cholesterol and hydrolyzable conjugates using the enhanced

ultrasensltive assay described below. The remainder of this sample was

passed through a fresh YMT membrane until the volumes of the filtrate and

retentate were approximately equal. Aliquots (500 microliters) of the

filtrate and retentate were also assayed for cholesterol and hydrolyzable

conjugates. Figure 2 illustrates that the cholesterol concentrations

found in these three samples were nearly the same. Thus the YMT membrane

does not appear to adsorb free cholesterol from urine.
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II. Optimization of the cholesterol assay system.

Approach - Since the values for free cholesterol in biological

fluids were likely to be toward the lower limits of sensitivity of the

assay originally designed during the 1988 FSRP, a study to increase the

sensitivity of the assay was undertaken. In order to minimize

chromatographic peaks arising from by-products of the reaction of

2,3,4,5,6-pentafluorohenzoyl chloride (PFB-CI) with water and other

hydroxylic components of the system, lower amounts of PFB-CI were added.

The volume of the final solvent (ethylacetate) was adjusted downward in

relation to the amount of urine to give a concentrating effect on the

resulting cholesterol concentration.

Results - As indicated In Figure 3, as low as 10 microliters of

PFB-CI gave essentially the same yield of PFB-cholesterol as the

original 25 microliter volume. At the same time, the amount of signal

detected by the electron capture system in the early part of the

chromatograms was observed to decrease substantially. This tended to

minimize interference of these by-products with the elution of PFB-ester

of epicoprostanol, the Internal standard. Since the original assay

called for 1.0 mL of biological fluid to be extracted, derivatized, and

dissolved in 1.0 mL of ethylacetate for injection into the gas

chromatograph. With the.cleaner chromatogram resulting from the lower

amount of PFB-CI *in the derivatization step, only 0.5 mL ethylacetate was

used. Thus the sensitivity was increased by a factor of two.
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The most sensitive version of this assay Is performed as follows:

Preparation of Urine Samples for Cholesterol Analysis by EC-GC

1. Centrifuge freshly collected urine or saliva at 3500 x g for 20

min. Place 1.0 mL of the urine or saliva supernatant and 1.0 mL

distilled water in a 16 mm x 125 mm screw-capped culture tube.

2. Add 100 microliters of the internal standard solution

(epicoprostanol, 0.03 mng/mL in 100% ethanol).

3. Add 7 mL chloroform-methanol (2:1, v/v), cap, and shake for 10

min on an Eberbach shaker at 4 linear cycles per sec. Centrifuge the

sample for 5 min at 1500 x g to separate the phases.

4. Transfer approximately 4-5 mL of the chloroform layer (lower

phase) to a 16 mn x 125 mm screw-capped culture tube. Evaporate the

chloroform with a gentle stream of nitrogen at 60 °C in a heating block.

5. For the determination of total cholesterol, add 1.0 mL 0.5 M KOH

in methanol. Cap the tubes and heat for 20 min at 95 °C in a heating

block. Vortex the sample for 5 sec at 0, 10, and 20 minutes during the

heating period. For the determination of non-esterified cholesterol, add

2.0 mL methanol and proceed to step 6 without heating.

6.. Cool the samples to room temperature and add 1.0 mL distilled

water and 4.0 mL hexane. Shake for 10 min on an Eberbach shaker at 4

cycles per sec. Centrifuge at 600 x g for 15 seconds to separate the

phases. Transfer approximately 4 mL of the hexane layer (top phase) to a

clean 13 mm x 100 mm screw-capped culture tube. Evaporate the hexane

with a gentle stream of nitrogen at 60 OC in a heating block.

7. Add 10 microliters of PFB-chloride to the dried extract, cap the

tube, and heat for 60 min at 95 OC in a heating block. Evaporate the
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excess PFB-chlorlde in the vacuum centrifuge with heating on for 15

minutes. Dissolve the dried sample In 0.5 mL ethylacetate for injection

into the gas chromatograph using the chromatographic conditions described

in Figure 4.

In addition to the above changes in the assay, the identities of the

PFB-esters of cholesterol and epicoprostanol standards were confirmed

using infrared spectroscopy and mass spectrometry. Chemical ionization

mass spectrometric analysis of the PFB-derivative of cholesterol (mol.

wt. 580.7 daltons) showed a parent ion peak at a m/e ratio of 579.9. In

comparison the infrared spectrum of a cholesterol standard, the Infrared

spectrum of PFB-cholesterol showed the appearance of a characteristic

aromatic ester absorption band at 1233 cm-I and the complete

disappearance of the broad oxygen-hydrogen stretching band at 3400 cm-1 .

These data support the observation that cholesterol was converted to its

PFB-ester in high yield by reaction with 2,3,4,5,6-pentafluorobenzoyl

chloride. Similar results were obtained for the comparison of the

infrared spectra of the internal standard, epicoprostanol, and its

PFB-ester.

The derivative characterization and many of the improvements

described above have been incorporated in the manuscript that has been

accepted for publication in Clinical Chemistry (7).

III. Evaluation of enzymes for the hydrolysis of cholesterol conjugates.

Approach - In addition to free cholesterol, simple cholesterol

conjugates such as cholesterol esters and sulfates may be present in the

ultrafiltered samples of biological fluids. The levels of these

compounds can be measured by adding specific esterases (8), sulfatases,

130-13



Figure 4. Electron Capture Chromatographic Analysis
of Cholesterol in Urine
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Sample Injected: 1 uL
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and glucuronidases (9) to the ultrafiltrates to release cholesterol from

its conjugated form for derivatizatlon to PFB-cholesterol and subsequent

quantitation by electron capture gas chromatog;raphy as outlined above.

For each enzyme treatment, the result is the sum of the free cholesterol

initially present and the cholesterol released by specific enzyme action.

The difference between this value and the value obtained for the free

cholesterol present in the sample prior to enzyme treatment Is the amount

of cholesterol existing as the particular conjugate In the ultrafiltered

sample. For each specific enzyme, the extent of hydrolysis and recovery

of cholesterol from the substrate conjugate can be assessed by addition

of a known amount of the conjugate or unconjugated cholesterol to

different aliquots of an ultrafiltered fluid sample.

Results - An esterase (esterase from porcine liver, Catalog

Number E-3128 from Sigma Chemical Company, St. Louis, MO) and a sulfatase

(Type VI from Aerobacter aerogenes, Catalog Number S-1629 from Sigma

Chemical Company, St. Louis, MO) were evaluated for use in this procedure

by assessing their extent of hydrolysis on cholesteryl palmitate or

cholesterol sulfate, respectively. In the case of the esterase, only 26%

of the total cholesteryl palmitate was hydrolyzed after 30 minutes at

370C in 0.2 M Tris-HCi buffer, pH 7.4. The sulfatase, acting on

cholesterol sulfate, hydrolyzed only 18% of the substrate under the same

conditions. More optimal conditions or more efficient enzymes must be

found in order to quantitatively determine the amounts of these

cholesterol conjugates in bioiogicai fluids.
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IV. Modification of sample treatment protocol to measure cholesterol

conjugates

Approach - The procedure for the analysis of unconjugated

cholesterol In whole saliva and urine was developed during the 1988 FSRP

and further modified during this project (7). The method involvrs the

extraction of saliva or urine with chloroform-methanol followed by

derivatization with PFB-chloride for subsequent gas chromatographic

analysis as indicated above. Based on previous work (7), assay

interferences from other compounds In these fluids are largely eliminated

by the extraction process. Both unconjugated cholesterol and

base-hydrolyzable cholesterol conjugates are easily measured with this

process. The large molecular weight components present in whole saliva

or urine apparently did not interfere with the cholesterol assay of these

samples.

The determination of cholesterol conjugates can be accomplished by

specific enzyme-catalyzed hydrolysis prior to the extraction step. Small

aliquots of a saliva or urine sample are treated with a specific esterase

or sulfatase enzyme followed by chloroform-methanol extraction and the

remainder of the assay procedure as indicated above. The extent of

hydrolysis and recovery of the individual cholesterol conjugates will be

determined by re-assaying satoples to which a known amount of a given

cholesterol conjugate had ben added.

Results - Initial experiments with the esterase and the

sulfatase chosen for evaluation did not provide the high degree of

substrate hydrolysis necessary for incorporation into this assay.
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Additional experiments are required to increase the amount of substrate

hydrolysis or find more efficient enzymes to use In this assay.

V. Evaluation of reproducibility of the assay.

Approach - Assay procedures were evaluated for reproducibility

by determining the coefficient of variation on fifteen aliquots of the

same fluid sample.

Results - The coefficient of variation was determined for the

new version of the cholesterol assay described in objective II. Fifteen

aliquots of a urine sample were extracted, hydrolyzed, and derivatized as

indicated in the assay procedure. The results are shown In Table 1. The

within-run coefficient of variation for these samples was determined to

be 3.00% at a cholesterol concentration of 3.06 ug/mL urine.

Table I
Determination of the within-run coefficient of variation

for the revised cholesterol assay

T lRatio (epicoprostanol/cholesterol)
1 0.7101
2 0.6970
3 0.7769
4 0.7126
5 0.7123
6 0.7349
7 0.7119
8 0.6927
9 0.7076

10 0.7359
11 0.7262
12 0.7176
13 0.7417
14 0.7443
15 0.7369

Mean ratio = 0.724 + .022

Coefficient of variation = 3.00 %
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4. RECOMMENDATIONS

I. The Amicon MPS-i ultrafiltration system should be evaluated for

use in the separation of free cholesterol and cholesterol conjugates in

serum and saliva. The small but important pool of free cholesterol that

likely exists in serum could mirror physiological events occurring in the

cardiovascular system that reflect the extent and severity of CAD. A

method to detect the admittedly low concentration of free cholesterol in

serum would be valuable for the evaluation of this marker as a predictor

of CAD risk.

Since salivary fluid has been suggested to be a membrane

ultrafiltrate of serum (5), cholesterol levels in salivary fluid may

correlate with the free cholesterol levels in serum. Measurement of

salivary cholesterol levels is attractive in that samples can be taken

from patients by non-invasive means. With some ingenuity in the aesign

of a sampling device. it may be possible to use saliva samples to follow

cholesterol levels during periods of G-force-induced stress In centrifuge

studies and, ultimately, during flight. Salivary cholesterol levels

could prove useful in predicting CAD risk. Given the success of the

MPS-I system in the separation and quantitation of free cholesterol in

urine, application of this technique to saliva and serum would likely

also be successful.

II. The fraction of cholesterol that is not bound to serum proteins

likely exists in forms other than the free sterol. Since a more rapid

exchange rate between lipoproteins and membrane systems has been observed

for cholesterol than other lipids, a water-soluble form has been proposed

to rationalize this transfer (10). The water-soluble form could be a
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glucuronlde, a sulfate, or could simply be bound to .relatively small

protein such as albumin (11). The development of enzyme-based systems

utilizing the new cholesterol assay described In this report to

quantitate these forms in ultrafiltered serum will facilitate future

studies to evaluate these cholesterol conjugates as potential CAD

markers. Other commercially available sulfatases, glucuronidases, and

esterases should be evaluated for their ability to cleave these

cholesterol conjugates more efficiently and completely. Conditions

should be found that will give an essentially complete cleavage of the

specific conjugates in a reasonable hydrolysis time. If this is

successful, then the cholesterol assay protocol can be modified to take

advantage of the hydrolytic specificity of these enzymes to quantitate

the amount of individual cholesterol conjugates present in the samples.
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Application of Nonlinear Filters to VEP Data

by

Harold Longbotham

Abstract

This research continued the research started in the summer of 1988
for the Radiation Lab at Brooks Air Force Base. It was determined that the
analysis of VEP data could be improved through the use of symmetric OS
(order statistic) filters, for the data sets examined. This research
extended the previous research by providing a software package and user's
guide that can be used for elimination of additive noise in analysis of VEP
data. It also provides the software needed for determining the need of an
adaptive algorithm, and the factors on which the adaptation will depend.
Some of the factors that may be considered are timing and dosage of
anesthesia, amplitude, phase, and muscle artifacts. We assume periodic
signals (such as EKG and respiratory) have been eliminated.

As a result of this work the above software was delivered to
BAFB/RZV (see the appendix), adjusted to run on their system, and two
papers were written (as outlined in the following sections). One of these
papers was published in the proceedings of the International Circuits and
Systems Conference in Nanjing China. In it we discussed implimentations
of positive boolean filters and their usage in the processing of VEP data.
The second paper has been selected to be delivered at the International
Symposium on Circuits and Systems at New Orleans in May of 1990. In it
we outline the proceedures used in the research covered under this grant
and demonstrate how the are applicable to periodic data.
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APPLICATION OF NONLINEAR FILTERS TO VEP DATA

HAROLD LONGBOTHAM

INTRODUCTION

Historical Perspective

D. Regan [1] has defined a steady state evoked potential (SSEP) to be
"scalp potentials that are locked in time (or in phase) to the sensory
stimulus which evokes them". We also know the system is nonlinear due
to the following observations by J.E. Desmedt [2], "The fact that the VEP
(visual evoked potential) to sinusoida.ly modulated light contains higher
harmonics indicates directly that the human VEP system is nonlinear".
The above statements lead us to consider steady state VEP data collection
as consisting of inputting a periodic signal into a noisy nonlinear system
whose parameters are unknown, but with a response one could assume in
the noiseless case to be of the same period as the stimulus. This yields
the classical approach (outlined below) to raw data noise elimination that
has been used to date, and the modifications we consider in this paper.

The signal to noise ratio in VEP data varies from fair (in
anesthetized monkeys with implanted probes) to poor (in alert humans
with scalp electrodes) necessitating filtering of the data to improve the
signal to noise ratio (a graph of raw SSVEP data from an anesthetized
monkey in Appendix 1). The previous definition of SSEP allows the current
processing of raw data to be done by two methods which we will now
describe, for the improvement of these two methods is the focus of our
application.

Let u, assume the stimulus and response are sampled
simultaneously, at N sample points in each period of the stimulus, yielding
a sequence of points {xi}, 1 <.i < L, where the number of complete periods
of sample data is the lagest integer less than UN. We will assume the
jitter is constant, i.e. the stimulus is sampled at exactly the same points
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in each period. The first method is to reduce all information to the time
frame encompassed by one period of the stimulus indicated by the N
different averages of the data sets {xj + jN}, where J is a fixed integer
such that 1 <J < N and j is a nonnegative integer such that J + jN .L. We
note the result is a set of N means of responses, where each mean is
assumed to be the mean of a constant value perturbed by noise. This
technique is justified by noting the mean is the MLE (maximum likelihood
estimate) of an i.i.d. (independent and identically distributed) sample from
a Normal distribution[3]. The second method is to use an FIR filter of
length M that windows each of M consecutive values in the data set {xi}

and replaces the central value with the average M values in the window.
This method is justified by noting that the FIR averager filter is the BLUE
among all linear filters for a constant signal that is corrupted by additive
Gaussian noise[4]. We note the first method makes the assumption of the
noise being independent from point to point and identically (normally)
distributed at each point and the second method is only optimal over
linear combinations of the sample values. Since we are assuming the
system is nonlinear, it seems reasonable to believe a new nonlinear
approach may improve on the linear (averager) technique presently used in
each of the above methods.

The Median Filter

The median of a data set with an odd number of values is the data
value in the set for which at least half of the values in the set are greater
than or equal to it and at least half of the values in the data set are less
than or equal to it. The median filter of length 2N+l is defined as the
filter which considers each consecutive -- t of 2N+l values and replaces
the central value with the median of the 2N+i values. For an even number
of values there are other definitions, however from now on we will
restrict ourselves to data sets/windows with an odd number of values
since the theoretical results on which we will base our discussion are
only derived for odd ler,ith filters [6, 8].
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Properties of the Median Filter

Tukey [5] was the first to suggest the use of the median in the place
of the averager because of its ability to totally eliminate impulses and
maintain monotone regions. The reason for the recent surge of interest in
the median filter lies not only these facts, but also from recent
theoretical work that has accurately described the pass band of the
median. Gallagher and Wise [6] have shown that a median filter of length
2N+l will pass a finite length signal unaltered (such a signal is called a
root) if and only if each set of N+2 consecutive values is monotone. This
assumes the signal is initially padded with N values equal to the first
value. They have also shown that any signal is reduced to a root by a
finite number of passes (depending on the signal length) of the median
filter. Lately the median filter has proven successful in a variety of
applications involving impulsive noise (including estimation of sonar
signals [10] and real-time TV signal processing with impulsive noise [11]).

The median filter is applicable in our situation since a constant
signal is definitely monotone and filter length may be adjusted to
compensate for the varying lengths of artifacts. As an example assume
the stimulus is at 10 cycles per second, and the response is of the same
period. Assume our subjects are alert humans with muscle artifacts on
the order of one second. This would produce a burst of impulsive noise our
"assumed" constant samples of duration 10. Therefore we would require a
median filter of length 21 to completely remove the artifact.

The OS (Order Statistic) Filter

An OS filter [7] is very similar to an FIr filter except that when a
set of consecutive values is windowed from the data sequence, the values
in the window are ordered before weighting. The median is a simple

example of an OS filter where there is an odd number of weights and the
weights are all zero except for the central weight, which is one. It is also
noted that the averager is both an OS filter and an FIR filter, since if all
data values are equally weighted ordering has no effect on the outcome of
the filtering.

131-5



Applications of OS Filters

Optimal OS filters (using the MSE, mean square error, criterion) have
been found for the estimation of a constant signal with additive i.d.
noise, where the noise is from a variety of distributions [7]. It has been
shown that in order for the OS filter to provide an unbiased estimate (of a
constant signal with additive noise) the coefficients must sum to one, and
if the noise distribution is symmetric, so wil be the weights. One of the
more popular of the OS filters is the a-trimmed inner mean, where the
coefficients are symmetric, zeros on the outside and M values of I/M in
the center. This allows one to use editing of outliers (due to outer zeros)
and smoothing (due to the averaging of the inner ordered values)
simultaneously.

Measure to be Used in the Comparison of Various Filters

The basic assumption in the analysis of SSVEP data is that the
response is periodic, in the same period as the stimulus. This assumption,
in the absence of noise and. jitter will result in constant sequences. A
common measure of how much a sequence deviates from an assumed signal
is the MSE or mean square error. Therefore if the assumed signal is
constant and estimated by the average of the sequence values, we need
only calculate the sum of squares of the deviations of the sequence values
from the average. We note this is just the variance of the signal. If the
raw data has N points in each period, there will be N of these variances.
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DELIVERABLES RESULTING FROM THIS RESEARCH

Software Package and User's Manual

A software package has been developed that will enable the
investigator to use any OS filter (i.e. one may specify the filter length and
coefficient set) to filter SSVEP data. This package enables the PI to look
at the variability of the noise from level to level, consider nonsymetric
filters, and examine the need for adaptive filters ( as a function of phase
or as a function of the dosage of anesthesia). A laser print out is then
generated by the graphics package that will graph the raw data, the
reconstructed data (the data with assumed constant sequences filtered
with the entered OS filter and then reconstructed), and a graph of the
filtered data (the reconstructed data passed through an user selected OS
filter). Care must be taken that the coefficients of the OS filter sum to
one, so as not to bias the measure of repeatability. One must also be sure
the data segment to be evaluated is padded with enough data points at the
front end for there to be an output for the first and last values in the
segment. This is described in more detail in the user's manual.

Papers

The following is the abstract of a paper published in the proceedings
of the International Conference of Circuits and Systems in Nanjing, China,
1989. The full body of the paper is included in the appendix.
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"A Generalized Stack Filter"

Harold Longbotham and Parimal Patel
Division of Engineering

University of Texas at San Antonio
San Antonio, Texas 78285

Current research [I, 2] into the area of stack filters
has demonstrated that when identical positive boolean
functions are "stacked", the input signals obey the
threshold decomposition and output signals obey the
stacking principle. It has been shown that when the
boolean function at each level, B, is a rank order filter,
the stack filter, SB, is in turn the corresponding rank
order filter. Root structures for these specific filters
have also been discussed. The importance of this past
research cannot be underestimated, in that it leads to a
specific implementation of rank order filters in real
time [3, 4], whereas before the ordering operation
involved ;n order statistic filtering incurred an extra
cost in the time delay.

This paper seeks to extend these results in several

directions. First we will show how an explicit
formulation for the stack filter SB can be written for
any positive boolean function B. A root for a rank order
filter is a signal that passes through the filter
unchanged, i.e. a signal in the passband of the filter. The
root structure for rank order filters when the class of
signals is restricted to finite length signals has
previously been discussed. We extend this to the class of
two-sided infinite length signals and stack filters other
than rank order.

Next we point out it is unnecessary to restrict oneself
to the commonly defined stack filter definition (in which
the same boolean function is used at each level), in order
to develop digital filters that obey the threshold
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decomposition/stacking principles. We then provide
necessary and sufficient conditions on the variation of
the boolean filters from level to level in order for
stacking and threshold decomposition to be upheld. The
resulting stack filters are then discussed along with
their root structures.

We now address the question as to the importance of
the stacking property in the scheme of boolean
implemented digital filters. We all realize the result of
output stacking on the boolean levels allows us to use a
simple tree search instead of summing to determine the
output. However, as we will have demonstrated, this
severely restricts one as to the functions that can be
implemented. Therefore we now attack the inverse
problem of determining boolean filters on each level, to
implement a given stack filter SB, where the stacking
property for outputs may or not be obeyed. The effect of
this progress on the implementation of stack filter and
general stack filters will be discussed.
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The following is the abstract of a paper accepted to be delivered at
abd published in the proceedings of the International Conference of
Circuits and Systems, New Orleans, 1990.

Analysis of Periodic Signals via
Order Statistic Filters

Harold Longbotham
Jerry Keating

The Nonlinear Signal Processing Group
The University of Texas at San Antonio

Randy Glickman
Opthomology Department

The University of Texas Health Science Center

Periodic signals are filtered according to frequency
content when possible. However, it often occurs the
frequency content of a response and/or noise is unknown.
In such situations one may sometimes assume the output
to have the same common period as the stimulus. In
general, such a situation may arise* anytime one is
operating on a periodic signal with a linear time variant
since the output is easily shown to be of the same period
as the input, even though nothing may be said about the
frequency content of the output. We will discuss the
application of OS and other nonlinear filters in such
situations. An example we will use to illustrate the
Optimality properties of such filters is the filtering of
VEP (visual evoked potential) data.

Assume one has a data sequence x{n} with period N and
le't'h "1 AssLming no knowledge of the" freauencv
content, this type of data may be filtered by breaking the
data sequence up into N sequences {yik}, li<N, where k =
i+jN and j is such that I<._i+jN.L. Now each of the N
sequences can be assumed to be constant in the absence

131-10



of noise and in the presence of noise we may filter them
accordingly. Prior to our studies, most filtering was
done using a sliding average on each constant sequence,
which would be optimal for normally distributed i.iod.
noise. In this paper, we demonstrate the optimality of
OS (order statistic) and other nonlinear filters for
additive ii.d. noise, bursty impulsive noise, and signed
bursty noise, with specific applications.

Investigators have been guided in this filtering by
two criterion; first to obtain the "most periodic" signal
possible, using as short a window as possible and only
one pass. We develop a measure we call the repeatability
measure that estimates how periodic a signal is. We
then use this measure to compare different filters of the
same length in finding the optimal filter. We
demonstrated the consistency of optimal OS filters for
different window lengths and that a definite cutoff
exists beyond which one only gets asymptotically better
results by extending the window width.
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Effect of Low Dose Soman on CNS Neurotransmitters

by

Mohammed A. Maleque, Ph.D.

Abstract

The level of central neurotransmitters was measured in rats

following exposure to a single dose of soman (pinacolyl-methyl-

phosphonofluoridate, 75 ug/kg) or CBDP (2-(O-cresyl)-4H-l:

3:2-benzo dioxa-phosporin-2-oxide, 4 mg/kg) by High Pressure Liquid

Chromotagraphy-Electrochemical (HPLC-EC) detection techniques. The

central neurotransmitters included biogenic amines, namely,

norepinephrine, epinephrine, dopamine, 5-hydroxytryptamine and the

metabolite, 5-hydroxyindoleacetic acid. Five brain regions ie..

striatum, hippocampus, amygdala, pyriform cortex and frontal cortex

were used in this study. Some changes were observed with the

levels of biogenic amines following a single exposure to soman or

CBDP. This suggests subsequent alterations in physiological and

behavioral changes to occur with respect to each transmitter

function. This study has provided important information regarding

early indication of biochemical changes associated with a single

exposure to a minimum dose of soman or CBDP.
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Effects of Low Dose Soman on CNS Neurotransmitters

INTRODUCTION

Organophosphate (OP) nerve agents like soman

(pinacolyl-methylphosphonofluoridate) are among the most toxic

substances known. Soman doses on the order of 10-10 to I0-I1 times

body weight produce prostration, convulsions, and death due to

respiratory failure in most mammalian species studied. The threat

to military personnel of exposure to OP agents has led to extensive

research aimed at better defining the threat and at examining the

levels of central neurotransmitters following exposure to low level

soman dosage. Since human subjects can not routinely be exposed to

OP threat agents, the use of animal models is necessary in this

research. Although monkeys generally are considered to be the most

useful animal model of human performance, they are expensive and

time consuming to train, test and maintain (1). Thus, a recent

editorial in Science has emphasized the use of alternative animal

models for research on chemical defense bioeffects (2). The most

predominant animal model in biology is the albino rat (3). Its use

in toxicology and physiology is particularly dominant (4, 5).

There is a very large chemical defense data based on this species.

However, the rat is at least 10 times less sensitive than are

primates on a dosage by weight basis (6-10).
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The OP agents are extremely toxic because they inhibit the

activity of acetyicholinesterase (AChE), an enzyme that hydrolyzes

acetylcholine (ACh). Agent-induced reductions in AChE activity

result in an excess of ACh, which can overstimulate and eventually

block both neural and neuromuscular transmission. In addition, OP

agents are known to produce diverse effects on both the peripheral

and central nervous system (6, 11, 12, 23). most studies have

focused on their acute and chronic effects on cholinergic function

more than transmitter induced functions (11, 14-18). Neurochemical

studies have found steadily increased brain ACh levels (13, 19),

decreased ACh receptors (20), decreased dopamine levels (15) and

increased serotonin levels (21) following their use.

Although many studies have focused on the bioeffects of acute

and repeated doses of soman (13, 22-25), the effect of low dose

soman on the biogenic amines is lacking. The intent of the project

is to investigate the effects of a single low dose soman on the

biogenic amines in five brain regions. The purpose is to measure

the levels of norepinephrine (NE), epinephrine (EPi),

dopamine (DA), 5-hydroxytryptamine (5-HT), and

5-Hydroxyindoleacetic acid (5-HIAA) in pyriform cortex, amygdala,

hippocampus, striatum and frontal cortex 1 hour following a single

exposure to soman (75 ug/kg).
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Method

Study Plan: Rats (Sprague-Dawley, male, wt. 150-250g) were

exposed to soman at Brooks AFB-SAM-RZB. Soman and soman-treated

rats were handled by RZB personnels. The biochemical studies were

done at the Department of Pharmacology, Meharry Medical College,

Nashville, Tennessee.

Analysis of Biogenic Amines: High Pressure Liquid

Chromatography-Electrochemical (HPLC-EC) detection techniques (27)

were employed for the analysis of biogenic amines, eg., NE, EPi,

DA, 5-HT and their metabolite 5-HIAA. HPLC-EC systems comprise

units from Waters Associates and Bioanalytical Systems. The

procedure involves separation of sample constituents by liquid

chromatography prior to their direct oxidation at a carbon

electrode in a thin layer electrochemical cell. The technique is

reasonably selective since two requirements, retention time and

redox activity at the selected potential must be met

simultaneously. The sensitivity of the instrument permits

detection limits ca. 0.2 pmoles.

Mobile Phases: A stock buffer is prepared as follows: 13.6 g

sodium acetate, 2.0 g heptane salforic acid, 0.2 g of EDTA and 90.0

ml of acetic acid are dissolved in 2 liters of deionized distilled

water. To'prepare mobile phase, sufficient
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stock buffer is added to 170 ml of acetonitrile to make 2 liters of

solution, which is then filtered through a 0.20-um membrane filter

(rainin). After filtering and removing va6uum, 360 ml of UV-grade

tetrahydrofuran (THF) are mixed gently with the solution. This

mobile phase is capped at all times to prevent THF evaporation. In

some instances, a mobile phase of 160 ml of acetonitrile and stock

buffer to make 2 liters is used. This mobile phase is filtered and

degassed after mixing.

Reagents: Norepindphrine bitartrate (NE), epinephrine

bitartrate (EPi), dopamine (DA), serotonin (5-HT), and

5-hydroxyindoleacetic acid (5-HIAA) were obtained and used as

received. Standard solutions containing 50 ug/ml and 50 ng/ml of

each solute (as a mixture) were made up in 0.5 M perchloric acid

containing 0.1% cysteine as an antioxidant.

Sample Preparation: Adult Sprague-Dawley rats were divided

into four groups: control (received saline), vehicle (received

propyleneglycol and ethanol 5%), soman (75 ug/kg in saline), CBDP

(4 mg/kg in vehicle). Rats weighing 150-250g were decapitated, and

their brains were removed rapidly and placed on chilled glass

plates over ice. The brain striatum, hippocampus, amygdala,

pyriform cortex, and frontal cortex were dissected. Tissue parts

were placed in appropriate volume of ice cold 0.05 M HC10 4 and
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sonicated for 3 minutes at 00 C, then centrifuged at 15,000g for 20

minutes at 4 0C. The supernatant was removed and stored in

Eppendorf polypropylene tubes at -70 0C.

Sample Analysis: Typically 20 ul of the sample was injected;

the sensitivity was 10 nA f.s. For the parallel adjacent

arrangement, the potentials are 800/650 or 800/700 my vs. Ag/AgCl 3

M NaCI. the current ratio is expressed as the peak current at the

low-potential electrode divided by that at the higher potential.

The higher-potential electrode was used for quantitative

calculations. Calculations of supernatant concentrations were

performed by direct comparison of sample peak heights to those of a

20-ul injection of an external standard containing all desired

neurochemicals, using the higher-potential electrode. For the

series arrangement, the upstream electrode was held at +850mV while

the downstream electrode is at -150mV. the collection efficiency

was defined at the downstream current divided by the upstream

current. Quantitation using both electrodes was used by comparing

peak heights of unknowns to standards. In cases where

interferences were present, the more selective downstream

elecrtrode was used for quantitation. Data were analyzed by

student "t" test.

Results

Rats exposed to a single dose of soman (75 ug/kg) or CBDP (4

mg/kg) showed variable changes in the levels of biogenic
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amines in different brain regions (Table 1). In the saline treated

rats, the levels of NE were 164.91 + 30.35, 163.18 + 3.22, 142.25

+ 12.84, 163.85 + 4.67 and 116.14 ± 6.79'pmoles/mg of wet tissue

in the striatum, hippocampus, amygdala, pyriform cortex and frontal

cortex, respectively. The levels of NE following a single exposure

to soman were 187.69 + 37.90, 151.21 + 3.60, 135.50 + 7.37,

148.49 + 5.58 and 111.95 + 4.80 pmoles/mg of wet tissue in the

striatum, hippocampus, amygdala, pyriform cortex and frontal

cortex, respectively (Fig. 1). It appears from these data that

following exposure to soman (75 ug/mg) there was no change in the

levels of NE, however, a small increase (13%) shown in the striatum

was not significant. The levels of NE following CBDP were 134.82 +

25.73, 163.97 + 3.76, 191.44 + 12.32, 161. 63 + 5.94 and 106.95 +

5.86 pmoles/mg of wet tissue in the striatum, hippocampus, amygdala

pyriform cortex and frontal cortex, respectively. There was no

significant difference between control and CBDP treated in any

brain regions (Table 1, Fig. 1). Soman significantly increased the

levels of EPi in the amygdala (p < 0.01, Table 1).

The levels of DA was increased in the amygdala following

exposure to soman. The levels of DA were 70.81 + 5.18 pmoles/mg of

wet tissue before treatment and 111.77 + 10.01 pmoles/mg of wet

tissue after soman and 105.38 + 17.42 pmoles/mg of wet tissue after

CBDP exposure (Fig. 3).
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The levels of 5-HT in the striatum were 89.96 + 8.49 pmoles/mg

of wet tissue in the untreated samples (saline group) and 77.23 +

12.41 pmoles/mg of wet tissue after a single exposure to soman ( 75

ug/kg). The level of 5-HT in the striatum after exposure to CBDP (4

mg/kg) was 75.67 + 9.23 pmoles/mg of wet tissue. Potentiations of

5-HT levels in the amygdala and frontal cortex following soman

exposure were statistically significani.Compared to control values

the level of 5-HIAA were incresed in hippocampus, pyriform cortex,

frontal cortex and amygdala after soman treatment (Table I).

Discusssion

It is evident from these data that the levels of biogenic

amines eg. NE, EPi, DA, 5-HT and the metabolite 5-HIAA vary from

one brain region to another. These differences in the amount of

neurotransmitters justify the involvement of each region for a

specialized function. Soman is one of the most toxic nerve gases

known (28, 29). It causes inhibition of cholinesterase activity,

delayed neuropathy (30, 31, 32, 33, 13, 29) behavioral changes (11,

13, 34), altered neurotransmitter levels (13, 15, 19, 21). These

effects are evident from acute studies with relatively large doses

or from chronic studies with different dose levels. However, the

effect of a single exposure to a median dose which is close to the

LD50  is not established. Similarly, the effect due to a single
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exposure to a non-toxic cholinesterase inhibitor (CBDP)is lacking.

Results of this study have provided valuable information regarding

early changes in the levels of neurotranimitters and the brain

regions involved. Data obtained in this study showed that somn

(75ug/kg) increased the level of NE in the hippocampus, EPi, DA,

5-HT and 5-HIAA in the amygdala (Table I). It also increased the

level of 5-HT and its metabolite in the frontal cortex. CBDP or

vehicle (PG+E) 7.induced changes were not significant.

Recommendation

This study outlines the necessity for further studies with soman to

determine (a) the minimum dose levels, (b) exposure time (c) degree

of changes in biogenic amine levels, (d) identification of

physiological functions or behavioral modality expressed due to

change in transmitter levels and (e) histopathological changes in

different brain regions. These parameters will help to find or

develop agents that will prevent the onset of these changes or

prevent deterioration of CNS functions or cure abnormalities

induced by toxic anticholinesterase agents.

132-11



0

Li 00% C14 Csi IT Cs 1-1 Cs CS .0 tA .4-1 CsC s

en 0.. N. fn. It. s... r- in SL' Ln N0 Ln -- 4 V% 'S 1-0

m S.-IT IT N('-.I I-AUn C)NI . 'SS'%S'St r T :

LMI' V)",A 0- %nuOL . . .* Z N0 C

0 +1+1+1+1 +1+1+1+1 +1+1+1+1 +1+1+1+

'S I- -s-.A. OO rs - 444N 07'-
41 fn =r.00 c r.r000 c % en N (-0 t z (0 I 0lM

a% V-i : , 00 . 0 e

u -4

00DcoI n D e 4 ,T 00 IC0 l c l% M

-14 -4 cn CIA N s M %n CsJ Cs As .4 -AC s-- sC C

0 U 1'c(n C4 -4 -4 N .- 4 cn L -4N N Cl - -4 C4-
V0

9:. +1+1+1+1 +1+1+1+1 +1+1+1+1 +1+1+1+1 +1+1+1+ Vo
,~4

U ; Ln ID %n % 00 0 r ,e n f O NlC c o7. U ' mA -O DSm', U ', O
'00 I rN- c I n0 % 0 m~-( N C~0 en c 450-4

+A . . . . .4C I ~ N . .7C N r 1 N . . 0 -

141c

10 -1 91 c . .,11 I,%
ws( cs Csl Cs 1CI'n- n Tc n1

%0ri Os~ -T -4 -? m 55 N M 00 -4I N

(4 bO +1+1+1+1 +++1++1+I++I+
0.-. +1++1+ +11+1

'0 to~~ s"~~' 0,c~I N.- I-T en 5. aI

LM , n i I00-.I U* . . . . . . . .I
C s s 0 N (14 en * C f . 0C en co en -4 a : - 0 wl en-,4 I= 1 s - t 4 Z Q?..0 .LMII W1 .7- lAIT T

0. ow
1430

Cc
C3Cs-~ 0% -1 .41

41r I-U*m A ' LM % .0
(4 -- ~ *55 S CsCs C CsC. C Cs s (

*-4CQ (A N w n e IAI .1 (.-.IA(IL
W. tO -. 7Ncl 0%- 'ss'' 1-1 1-1 0

asU'L A .0o n4AM 4)
10wlel e e.- 10 0% L N4'00 I N LM - I

W1 tO NO N N *l Tcl
C: z1 QN-44 Mt050AV

-4 cn 'In.4
m 0 + +1+1+

411-- +1+1+1+1 +1+1+1+0c
-IM -0 m0 m 1

Cs LM *0 P. *0 4 m o IAc4'U 01 0 II

EU en. IA.0 - 000 OSN7- -T0 00%0 0% N e

W 4 -4 CZZ.-N-4 ZZZZ -.. - z

mi ON P. - 4 Csi %D r.. en m. %a Cs Cs 0% N. 0% CD %0 c

w4 (4 M
4

,%P- MN I4 .4 C .DAO% 0% s 4 41

O0 +1+1+1+1 +1+1+1+1 +1+1+1+1 +1+1+1+1 +1+1+1+ L

44 1 0 0r%%D 00 -. N as-T N IA-.T- C40' 4554
04 '- %. C ** C CC *

b1.. w4 Li 41 A4 D 0a

0 0000en 0 0n %m c 0 17) 000. C

>100 .9o r. 644-.044+(((

(411 0. -4 01 N4 1

132-12



0

Sv X

r- 0,

r- 4-) a)

0).
C) cc 0

=~ co

4-) C

4.P 0 *0

Q)) C)

too

V. C.)

S: 0

;, P
4) c~- E

44 0

r- 0

o C/)

.- -

p 4
Cd 0 0 P

0

4-)

Cli

jad~ sTowd FN

132-13



Fig z. Leuels of epinepnrine (EPi) in the rat striatum, frontal corex

and amygdala before (C) and after treatment with soman (Sofv, 75

ug/Kg) or CBDP (4 rg/Kg). Va.1ies are mean - S.E from Table 1.
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SPECIFIC AIMS

The main objective of the study was to determine whether
Interleukin-2 activated killer (LAK cells) are capable of
destruction of tumour cells within the bone-marrow, without
harming the normal bsne-marrow cells. The following specific
aims were set forth:

1. To establish optimum conditions for
generating LAK-cells from mouse bone-marrow.

2. To determine effect of LAK-cell on normal
bone-marrow stem cells, and

3. To determine if LAK-cells could be
successfully used to eliminate tumour cells
deliberately spiked

into normal marrow cells.

METHODS AND RESULTS

Mice

Experiments were performed using C57BL/6 mice. The mice were
purchased from the Trudeau Institute, Inc., Saranac Lake, N.Y.
The mice were specific pathogen free stock originally derived
from a germ-free mouse colony. While under experimentation, the
mice were kept in a barrier sustained caging system fitted with a
0.22 micron Hepafilter, and fed ad libitum. The care and
maintenance of animals strictly adhered to guides and policy
published by the NIH.

Preparation of Interleukin-2

Interleukin-2 was prepared according to the method provided by
Dr. John Yannelli, of Biotherapeutics, Inc., Franklin, TN.
Twenty female Sprague-Dawley rats were sacrificed by placing them
in a CO2 chamber. The spleens, aseptically removed and teased
apart in RPMI 1640, were passed through 22 gauge wire mesh
screens; after which they were centrifuged twice at lO00x g for
ten minutes at 40 C. The pellet was resuspended in ten mls RPMI
1640. The cells were passed through needles (26g-30g) to obtain
a single cell suspension, then counted in white blood cell
dilution fluid. Also, a viable count was obtained. The
remaining cells were centrifuged at 10006 g for ten minutes at 40
C. The cell volume was adjusted to 5xlO viable cells/ml.
Conconavalin A (Con A as adA od to 50 ml of -ells which had been
previously placed in a 150 cm2 culture flask (Falcon 2098, Becton
Dickinson and Co., Oxnard, CA) at a concentration of 5 ug/ml.
The suspension was mixed thoroughly and incubated at 370 C and
five percent CO2 in air for 24 hours to harvest. The suspension
was centrifuged in a GSA rotor at lO00x g for 20 minutes at 40 C.
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The supernatant was kept at 40 C until it was passed over a
Sephadex G-50 column to remove the Con A. The Sephadex G-50
column (12 ml column prepared from G-50 that had been swollen
overnight, then degassed) was equilibrated with five column
volumes of complete RPMI. The flow through was collected in
sterile bottles. All work was done as sterilely as possible at
40 C. After the flow through had been collected, it was
centrifuged in a GSA rotor at lO00x g for 20 minutes to remove
Sephadex particles that may clog the filter to be used in the
subsequent sterile filtration step. After sterile filtration,
small aliquots from each bottle were removed and placed in a 24
well culture plate at 370 C in a five percent CO2 incubator to
check for contamination.

The thymocyte proliferation assay waas used to test for the
activity of the interleukin-2 preparation.

Thymocyte Proliferation Assay

The thymocyte proliferation assay is an accepted method of
determining the IL-2 activity. Three mice were sacrificed by
cervical dislocation. The thymus was removed and gently teased
apart in RPMI 1640. The cells were filtered through 200 gauge
wire mesh, washed twice in RPMI 1640 and centrifuged at lO00x g
for 10 minutes at 40 C.

Following resuspension in ten mls of RPMI 1640, the cells were
passed through 26 gauge then 30 gauge needles to obtain a single
cell suspension then counted to obtain the total number of cells.
Remaining cells were washed in RPMI 1640 and centrifuged at 1000
x g for 10 minutes at 40 C. The final cSll pellet was
resuspended at a concentration of 1 x 10 cells/ml in RPMI 1640
complete media. The cells were cultured in 96 well, U-bottom
tissue culture platees (Nunclon, Denmark) in a 0.1 ml volume of
media to which a 0.1 ml volume of appropriately diluted Cr-TCGF
(Collaborative Research, Lexington, MA) or a crude preparation of
TCGF (prepared as described above) was added. All cultures were
incubated at 370 C in a five percent CO2 in air mixture. After
48 hour5 of incubation, the cultures were pulsed labeled with one
uCi of H-Thymidine (specific activity 100 mCi/mg). Cultures
were incubated an additional 24 hours then harvested by use of a
cell harvester (Skatron, Inc., Sterling, VA).

Figures 1 and 2 present the results of thymocyte proliferation
assay. The results are averages of quadruplate cultures in three
different experiments. The data are presented as cpm (counts per
minute) of 3H-thymidine versus the percentage of IL-2 containing
supernatants. It shows that a significant stimulation could be
achieved at 25% 11-2 concentration which peaks at 50% level of
IL-2 supernatant. The IL-2 supernatant so prepared were freeze
stocked and used in all other subsequent experimentation.
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Generation of LAK cells

Initially, experiments wre performed to establish optimal
conditions for the generation of LAK-cells from the mouse
bone-marrow. This involved culturing mouse bone-marrow cells
under varying conditions in terms of: (1) number of cells
cultured, (2) amount of IL-2 added and (3) length of time in 51
culture. The LAK-activity so generated was then tested in a Cr
release assay as described below. As a result of these studies,
a standard protocol was adopted to generate LAK cells. This
involved culturing bonegmarrow cells ina 50 ml volume of the
culture medium aat 2xlO cells/ml density in the presence of 25%
IL-2 supernate for a period of 5 to 7 days at 37 C under 5% CO2
atmosphere.

5-CI r Release Assay

Tumour (EL4) cells actively growing in culture were used as
tagget cells. A 5 ml suspension of target cells at a density of
10 cells/ml was 5 yashed two times and suspended in 0.5 ml medium.
To this 200 uCi Cr was added and incubated at 370 C for 1 hour.
The cells were then washed three times and resuspended at 10
cells/ml. The 51Cr labeled target cells were incubated with
effector cells at different target:effector cell ratios.
Triplicate test combinations were assayed in 200 ul. Volume
placed in round bottomed 96 well plates, incubated at 37o C to 4
hours. 75 ul supernatant aliquots were removed from each well
and counted to determine the % specific lysis of target cells
according to standard published procedures. A 1:75
target:effector ratio provided approximately 85% specific lysis
of the target cells, indicating successful generation of LAK
cells.

LAK effect on normal bone-marrow cells

It is established tha while LAK cells do lyse fresh or cultured
tumour cells, they have no harmful effect on normal human blood
cells. No information is available about effect of LAK-cells on
normal bone-marrow stem cells. Accordingly, mouse bone-marrow
stem cells were co-cultured with syngeneic bone-marrow stem cells
for a varying time period and then the viabillity of bone-marrow
cells determined in an trypan-blue dye exclusion test. These
studies revealed no harmful effect by LAK cells on bone-marrow
stem cells, as the viability of stem cells culture with LAK cells
was comparable to that cultured in the absence of LAK cells.
These studies, however should be extended in terms of culturing
stem cells exposed to LAK cells to differentiate into colony
forming units (CFU). If CFU studies proves that the LAK does not
harm the bone-marrow stem cells, then the experiments could be
performed to determine the ability of LAK cells to destroyed
deliberately spiked tumour cells within the bone-marrow cell
population.
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Obiective:

To investigate the rate at which air oxygen can diffuse into and across the
stratum corneum.

ESR Soin Labels in the Skin:

ThL stratum corneum, or SC, does not normally contain a sufficient number of
free radical species to give Electron Spin Resonance, or ESR, spectroscopic
signals. Thus we can add small amounts of stable nitroxide spin probes to the
SC and observe their ESR signals in the absence of significant background
signals. Perdeuterated spin probes are used to insure that the ESR line width is
as narrow as possible and thus has the greatest possible sensitivity to dissolved
dioxygen. A broad ESR signal is observed from a population of the spin probe
that is immobilized in a viscous SC microenvironment. Another population of
the spin probe is in a nonpolar (lipid) and rather fluid (nonviscous)
microenvironment. This latter population has a narrow intrinsic ESR line width,
and it is this ESR signal that we use for the dioxygen studies described below.

Skin Resoiration:

Interest in the degree to which human skin absorbs dioxygen directly from the
air goes back at least 150 years. Measurements dating back to about 1930
established that the total amount of dioxygen absorbed via the skin is probably
less than 1% of the dioxygen requirement of a resting adult. The absorption of
dioxygen by the skin increases with temperature with an activation energy of
about 15 kcal per mole. The rate of air oxygen absorption by the skin is not
sufficient to satisfy the dioxygen requirement of the viable epidermis (in spite
of the fact that the viable epidermis is less than 0.1 mm removed from an
infinite dioxygen reservoir). Therefore most of the dioxygen required by the
viable epidermis must be satisfied by "blood oxygen" diffusing from the dermis
rather than by "air oxygen" diffusing across the stratum corneum. The stratum
corneum thus appears to be an efficient diffusional barrier to air oxygen uptake.

In these experiments we are attempting to measure this barrier function of the
stratum corneum to dioxygen uptake from the air. We take advantage of the
paramagnetism of dioxygen which causes dissolved dioxygen to increase the ESR
line width of our spin probes in a manner which depends on the product of the
dioxygen diffusion coefficient times the dioxygen solubility (see the THEORY
section). We monitor these line width effects indirectly by observing the line
intensity of the spin probe while in the second derivative mode of the ESR
spectrometer. Notice that we are observing the dioxygen whiie it is in the
stratum corneum. By monitoring the rate at which dioxygen saturates the
stratum corneum we can calculate the apparent dioxygen diffusion coefficient in
the stratum corneum.
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Sarnole Preparation:

Adult male hairless mice were used to obtain stratum corneum sheets by
sequential trypsinization. Full thickness skin was excised from the mice that
were 9-12 weeks old. The subcutaneous fat was scraped off with a #10
surgical blade and the skin floated dermis side downward on 0.5% trypsin in
phosphate-buffered saline (PBS) at 370C. After one hour the trypsin solution
was replaced with fresh trypsin solution and the dermis was peeled off from
beneath. The PBS was then replaced with fresh trypsin solution and the
epidermis was incubated for another hour. The resulting epidermal tissue was
then rinsed with PBS several times with vortexing to dislodge the remaining
adherent unrelated cells from the stratum corneum sheet, and stored at .700C.
Water was removed by vacuum as required.

Exgerimental Procedures:

The SC sheet was spin labeled by exposure to the spin probe vapor until a
sufficiently strong ESR signal was obtained. The spin labeled sheet was allowed
to equilibrate overnight before oxygen diffusion experiments were performed.
Measurements were also performed on a lipid film with a composition similar to
that of SC lipid. All samples were mounted on flat quartz plates which were
placed in a quartz dewar in the ESR sample chamber (Varian, model E-12 ESR
Spectrometer). The temperature and the composition of the gas flowing over
the sample was controlled. The gas composition was changed (air to nitrogen or
nitrogen to air) in a time less than 0.2 seconds. The ESR intensity data was
logged by a microcomputer interfaced data system (Keithley, model 195A) at a
rate of 20 points per second. Data analysis was done with the ASYSTANT
scientific software package (Macmillan, New York).
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THEORY OF THE ESR EFFECT OF DIOXYGEN

The probe ESR line width in the presence of oxygen is:

W(x,t) = W(N2) + k * D(O2) * [O2(x,t)]

For oxygen diffusing into a slab of thickness L

[02(X,t)] = [02(t= 00)] {1-- cos(cz x) * e-Pt}

after t > D2 , where c- and ' -=42D(02)
P3 2L 41L2

The second derivative signal intensity is averaged over x,

L L

<y~ - 1 f> Y"(x,t) dx =I k' W(X,ty,3 dx,

giving the final expression which is fit to the observed data.
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OXYGEN DIFFUSION AND SOLUBILITY IN VARIOUS SOLVENTS

SLVEN L ) 105 X D (cm2 /s) c

ethanol 20 1.64 0.226

ethanol 29.6 2.64 0.222

CCI4  25 3.82 0.279

benzene 29.6 2.89 0.208

cyclohexane 29.6 5.31 0.259

Dv,, 25 3.23 0.0496

water 25 2.31 0.0285

the values below wgre determined in our laboratory

DMPC bilayers 30 1.3 0.10

(Tc=24PC)

20 0.027

SC lipid mixture 30 0.21

25 0.15

SC sat. lipid mixture 22 0.09

Mouse SC (3.4 im) 30 0.0025

Human sunburn scale 22 0.0027

(3.8 jim)
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Some Advantages of ESR Spin Labels in Skin Research

1. Sensitivity-less than one microgram of spin probe is required.

2. Ease of labeling-the sample may be labeled from the spin probe vapor.

3. Sample-samples can be as small as 100 micrograms and heterogeneous.

4. No background signal-this is both an advantage and a disaovantage.

5. Multiple probe sites-the probes may report from two or more
microenvironments of a heterogeneous sample.

6. Viscosity information-the spin probes are sensitive to the viscosity of
their microenvironment via their ESR line width.

7. Polarity information-the spin probes report on the polarity of their
microenvironment via the ESR hyperfine splitting.

8. Sample variables-spectra can be studied as a function of 02, T, and R.H.

9. Unique spin probes-variety of probes available, some are biomimetic.

10. Relation to other techniques for skin research-ESR spin probes
provide microscopic sample information that is often complementary to
information obtained by IR or NMR, or from macroscopic techniques like
DSC.

Discussion and Conclusion:

ESR spin probes are well suited for physical studies of the stratum corneum.
The spin probes are small molecules at high dilution that should not seriously
distort the structure of the stratum corneum. The ESR spectra of the spin
probes provides us with molecular information about the detailed
microenvironment of similar foreign molecules that we might add to the skin
(drugs, cosmetics, etc.).

In the present study we demonstrate that dioxygen diffuses rapidly in a SC
lipid mixture. The dioxygen diffusion coefficient for these lipids is typical of
that found in other lipids (e.g. a lecithin dispersion). The apparent dioxygen
diffusion coefficients for whole SC sheet are smaller than these lipid values by
a factor of 50 to 100. We propose that dioxygen diffuses in the SC via a lipid
pathway. If we assume that the effective length of the lipid pathway is about
eight times the true thickness of the SC, then the tortuosity of the lipid
pathway would be sufficient to account for the slow dioxygen diffusion rate
we observe in the SC. Using our measured SC dioxygen diffusion coefficient,
0.003 x 10-S cm 2/s, we can calculate that the maximum flux of air oxygen
through the stratum corneum can accountfor only_ one third of the dioxygen
demand of the viable epidermis.

134-8



Chronology:

The chronology of our efforts and accomplishments while funded
under the AFOSR-RIP grant is supplied below:

January 1, 1989: Work begins during the Winter Intersession (three
weeks between the Fall and Spring semesters). I was joined by a
new graduate student, Ms. Mary Hatcher, who continues to work on
this project as part of her MS thesis research. Ms. Hatcher was
supported under this grant in the summer of 1989.

May 11-13, 1989: I attended the NIH sponsored workshop entitled
"The Loop Gap Resonator in ESR Spectroscopy" held at the National
Biomedical ESR Center in Milwaukee Wisconsin. This meeting proved
to be very helpful in understanding the theory and practice of these
new ESR sample resonators. In late May we placed our order for the
loop gap accessory. The total price was $8,800 including variable
temperature capability. Funds were obtained from this AFOSR RIP
research grant ($1,500), a Chemistry and Biochemistry Department
research mini-grant ($2,500), a university mini-grant ($2,500), a
contribution from Alza Corporation ($800), and from NIH research
grant funds of Dr. Ann Walker ($1,500).

June: I submitted an NIH AREA grant on ESR studies of molecular
oxygen in skin. This proposal would not have been possible without
the preliminary findings we obtained while our work was sponsored
by the AFOSR RIP grant. In January '90 I was informed that the NIH
AREA project would be funded for a period of two years with a start
date in late March.

June and July: I continued work in the lab with Mary Hatcher
developing our new ESR techniques for monitoring oxygen in skin and
in model systems. We adapted the theory of gaseous diffusion into
and out of a plane for the purpose of our ESR experiments. At this
time we also took delivery of the new loop-gap resonator ESR
accessory. The new resonator was installed and several trial
experiments were performed. New techniques were developed for
handling the small sample sizes required with a loop gap resonator
(a few microliters at most). Our previous experience with ESR
samples contained in thin wall gas permeable Teflon tubes was very
helpful. Many of the sample handling techniques that I saw
demonstrated at the Milwaukee Loop Gap Resonator conference were
put to use.
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In Spring 1989 and again in Fall 1989 (while I was on a
Sabbatical leave) I was able to travel and give several invited talks
based on our experiments conducted to date. These talks included:

April 25-30, 1989: I attended the Society for Investigative
Dermatology meeting in Washington D.C. We presented two poster
papers based in part on work in progress under this grant. Partial
travel assistance for the trip was obtained from this ASOSR RIP
grant.

August14-18: I was an invited speaker at the Gordon Conference
"Barrier Function of Mammalian Skin" (R. Potts and R. Guy, Chairs).
New Hampshire.

August 18-23: Travel in New England, Quebec City, and Montreal.
Septembe' n: I was invited to visit Upjohn Pharmaceuticals,

Kalamazoo, I the guest of Dr. Michael Holland. I presented a
talk on my research and we discussed possible collaboration.

October 18-20: Attended the Pacific Conference on Chemistry and
Spectroscopy (Pasadena, CA, Dick Keyes organizer). Mary Hatcher
and I presented a paper on our ongoing dioxygen studies in the
stratum corneum.

October 30: Seminar presented to the Dermatology group at UCSF
(Dr. H. Maibach), "Spin Label Studies of Dioxygen in the Stratum
Corneum."

November 8-10: I attended a symposium on "Present Developments
and Future Challenges in Transdermal Drug Delivery" sponsored by
Leiden University in The Netherlands (Dr. Harry Bode, Chair). I
presented a paper on our dioxygen diffusion work. Some travel funds
for this trip were obtained from this AFOSR RIP grant.

December 4-7: I presented an invited talk to the "Bioengineering
and the Skin" symposium held in New York City. I made new
industrial contacts at this meeting.

134-10



Summary:

We have accomplished many of the original objectives of this
project. The project is clearly feasible and worth further effort.
The results to date have been presented in meetings and in invited
lectures as outlined above. Journal publication will follow in the
summer of 1990 after further experiments are performed with
animal tissue. The funding I have recently obtained from the NIH
will allow me to complete the project, including investigation of the
effect of perturbation enhancers on the rate of transcutaneous
oxygen transport. I wish to thank UES and AFOSR for their timely
support in the important early stages of this continuing project.
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Abstract

A computer model to simulate blood flow in the human arterial tree

has been developed and two numerical techniques, finite difference and

the finite-element, have been used to solve the governing equations.

This model includes the effect of +G acceleration, the effect of

stenosis, the nonlinear effect of material behavior, and a modified

Windkessel model for the terminal beds. Examples of results are given

demonstrating how the model may be used to simulate blood flow with

different parameters which govern the system.
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Introduction

The problem studied in this research is to develop a computer

model to simulate the human arterial system. This model should be

sufficiently flexible so that an accurate representation of arterial

blood flow could be produced. In order to simulate the blood flow in

the arteries this model requires a significant amount of accurate data.

Most of this data is available in the literature and at present a

certain amount of this data has been collected and used in this study.

Description of the Model

The differential equations governing the pressure and flow in the

arterial segments to be used in this study are given below. The

continuity equation is

8Q + A C aP C pP
8x o ot o at +

where P, Q, x, and t are the pressure, flow, length and time; A is the0

lumen area at P=P , C and C are a measure of the tube compliance and S0 0 1

is the seepage factor for an arterial segment. The momentum equation

is

c Q 2Q Q + A aP 8C Q- =

u at A ax p x pA -Agx=0

where p is the fluid density, p is the fluid viscosity, gX is the

component of G acceleration along the artery and the wall shear stress

used in the momentum equation is approximated by a term of the form

T -... v Q + (C -1 )N
w 2TrR pA (u-a
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where C and C are parameters which can be obtained from the WormerslyU V
solution and which depend upon the frequency of the flow pulse.

The constitutive equation which relates the pressure and lumen

area used in the continuity equation is

Ax) = A(x) I + C' (P- P) + Ca (P -P)2]

where

a 1 1 a2
C C = (C0 )
0u 2 0 0

pa0

and a is the wave speed in the tube.

For the case of a stenosis in an arterial segment the relation

between pressure drop and flow is

dQs

AP =AQ + BQIQ I + C -
s

9 9 S S dt

where Q is the flow through the stenosis and A , B , and C areS S S S

independent of pressure for a rigid stenosis and are runctions of

pressure if the stenosis is compliant in nature (Young, Stergiopulos).

The terminal endings of the arterial system are modelled by an equation

(a modified Windkessel model) of the form

dp C + P (1 + R B = 0
C -R, C L =

2 2

where B is the flow, P the pressure, R and R2 are resistances, and C

is t- compliance of the distal beds.

The model includes the effect of +G acceleration and a seepage

term to account for the number of small arteries emanating from the

main arteries. The model does not take into account the effect of

viscoelastic behavior of the arterial segments.
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A schematic of the arterial segments used to construct the

arterial tree is shown in Figure 1 and the appropriate segments are

listed in Table 1. The above differential equations govern the flow

and pressure in each of the segments with the parameters chosen for

that particular segment. At the bifurcations of the segments into two

separate branches the pressure is assumed to be equal at the entrance

to each branch and the sum of the flows into the branches is set equal

to the incoming flow from the parent artery. The input boundary

condition is taken as the pressure pulse at the entrance to the aorta,

and can be determined by measuring the heart pressure pulse.

Two different methods have been investigated to solve the

resulting set of differential equations. One method is the

finite-element method, which is discussed in detail in Porenta et al,

and the other is a finite-difference method. The reason that both

methods were attempted was that the finite-element method displayed

some instability in the solution of the governing equations. This

instability is at present being examined and studied. At this time the

finite-difference method is stable for a linearized set of equations.

The effect of each nonlinear term in the governing equations is being

investigated with each method to see what the effect of these terms

will have on the solution and also the stability of the solution. The

use of the finite difference is not as convenient for describing the

behavior of the flow and pressure at the bifurcations and also is not

as amenable to inclusion of stenosis in the arterial segments. For

this reason the finite-element will continue to be studied as a

possible method to solve the system of governing equations.

The initial terminal model of the distal beds was taken to be pure

resistance instead of the modified Windkessel model. This can easily be

accomplished by setting the compliance in the modified Windkessel model

equal to zero. The value of this compliance is not an easy parameter

to obtain and in order to quickly test the model for other types of

errors, such as proper connectivity etc., the value of the compliance

was set equal to zero. The data for the resistances and compliances of

the distal beds is still being gathered and will be used in the more
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complete model of the system. All the results will eventually be

compared to other models which have been used as well as actual

measured results obtained from the literature.

Results obtained for a linear model using a normal heart pressure

pulse are shown in Figs. 2 and 3. These results are from the

finite-difference method and can be compared with the results obtained

from the finite-element method shown in Fig 4 and S. As would be

expected these results compare very well. It is to be noted though

that in the second cycle of both the pressure and flow the

finite-element begins to show some numerical instability. This

instability can be controlled by increasing the value of the viscosiLy

but at the expense of decreasing the peak pressure. The pressure and

flow at a number of locations in the arterial system is shown. In

Fig.2 the input pressure pulse is shown (Node 1). with pressure pulses

from the Thoracic Aorta artery (Node 74), Abdominal Aorta artery

between the splenic and renal arteries (Node 134), and the Abdominal

Aorta artery just proximal to the Illiac bifurcation (Node 151). Flows

are shown at the same location in the same arterial segments. Figs 4

and 5 shows the same results from the same arterial segments but in

this case the node numbers are different.

Figs 6 through 1I show the effect of +G acceleration on the

pressure and flow waveforms. The input pressure pulse is a normal

pressure pulse and it is evident that to get a more accurate

representation of the effect of high G acceleration that a modified

heart pulse should be used. In the case considered here it is assumed

that the arterial tree is in a standing position with the arms extended

perpendicular to the torso so that the arms experience a zero gravity

force. The remaining portions of the arterial system thus experiences

the same acceleration force which 's assumed to be a constant. The

equations solved here are the linear set and comparison with prdvious

results sluw an increase of flow and pressure as the G force is

increased from zero to 3 g.
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It is expected that there is some control mechanism in the body

which will change the terminal resistances and possibly constrict

certain arteries so that the flow to the lower body will be restricted

while flow to the upper body and head will be enhanced. These

additional modules of the model need to yet be studied and included

into the model.

Figs 12 and 13 show the pressure and flow at the same points in

the arterial tree when an abnormal heart pressure pulse is used as the

input pressure. The pressure pulse is for an aortic valvular stenosis

(Balar, et al), and one can compare the results with the normal results

shown in Figs. 2 and 3.

Figs 14 and 15 show the pressure and flow pulse for normal input

pressure pulse and zero acceleration of gravity but includes five

cycles to demonstrate that after the first cycle the transients are

damped out and the solution is periodic.

The above Is merely the beginning of simulating blood flow in the

human arterial tree and a significant amount of comparison and

collecting of data still need to be completed. Below are listed

additional areas which need to be investigated and included into the

model.

Recommendations for

Continued Development of the Model

The following improvements of the model are planned:

1. As additional data-can be obtained the number of segments will

be increased to somewhere near 127 rather than the 45 which are

presently being considered.

2. The modified Windkesse! model for termination of the branches

and the main arteries will be added and the appropriate values of the

compliance and resistance will be determined. It may also be necessary

to include in this lumped model the effect of inertia.
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3. Comparison with published model studies will be investigated

and if clinical data can be obtained comparison of the model results

with this data will be undertaken.

4. The effect of +G acceleration will be studied given that not

all the arterial segments are affected the same. In this study some

form of feedback control mechanism may need to be included in the model

to simulate the changes which the cardiovascular system undergoes when

subjected to these types of forces.

5. The inclusion of viscoelastic effects in the constitutive

equation for the arterial segments.

6. The study of abnormal heart pressure pulses and of arterial

stenoses and attempt to determine if the pressure and flow waveforms

can be used to diagnose such problems.
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Caption for Figures

Figure 1 Schematic of Human Systemic Arterial Tree

In all the figures which follow the pressure and flow are plotted at

the four points:

Node 1. The proximal end of the system (Entrance of the Aorta)

Node 74. The Thoracic Aorta Artery

Node 134. The Abdominal Aortic Artery between the Splenic and Renal

Arteriesnal Arteries

Node 151. The Abdominal Aorta just before the Illiac Bifurcation

Figure 2 Pressure waveforms with normal pressure pulse input and the

acceleration of gravity G=O. (Finite Difference)

Figure 3 Flow waveforms with normal pressure pulse input and the

acceleration of gravity G=O. (Finite Difference)

Figure 4 Pressure waveforms with normal pressure pulse input and the

acceleration of gravity G=O. (Finite-Element)

Figure 5 Flow waveforms with normal pressure pulse input and the

acceleration of gravity G=O. (Finite-Element)

Figure 6 Pressure waveforms with normal pressure pulse input and the

acceleration of gravity G=lg. (Finite Difference)

Figure 7 Flow waveforms with normal pressure pulse input and the

acceleration of gravity G=g. (Finite Differenoe)

Figure 8 Pressure waveforms with normal pressure pulse input and the

acceleration of gravity G=2g. (Finite Difference)

Figure 9 Flow waveforms with normal pressure pulse input and the

acceleration of gravity G=2g. (Finite Difference)
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Figure 10 Pressure waveforms with normal pressure pulse input and the

acceleration of gravity G=3g. (Finite Difference)

Figure 11 Flow waveforms with normal pressure pulse input and the

acceleration of gravity G=3g.(Finite Difference)

Figure 12 Pressure waveforms with aortic valvular stenosis pressure

pulse input and the acceleration of gravity G=O. (Finite Difference)

Figure 13 Flow waveforms with aortic valvular stenosis pressure pulse

input and the acceleration of gravity G=O. (Finite Difference)

Figure 14 Pressure waveforms with normal pressure pulse input and the

acceleration of gravity G=3g. (Finite Difference showing five cycles)

Figure 15 Flow waveforms with normal pressure pulse input and the

acceleration of gravity G=3g. (Finite Difference showing five cycles)
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The Effect Of Age, Family Status, And Physical Activity On Select Dietary

Components Of TAC Pilots

Diet and athletic performance have been investigated a great deal over the

past twenty years. The performance demands of elite athletes are similar

to those of pilots, yet unlike athletes, there is limited information about

specific dietary needs of pilots. This preliminary study gathered dietary

data on TAC pilots for descriptive and analytical purposes. METHODS One

hundred eighteen TAC pilots who fly F-15's and F-16's from five bases

were interviewed concerning their diet, age, family configuration, and

exercise level. Dietary information was recorded using PruCal three day

dietary report form, while the remaining information was recorded on a

personal interview form. PESULTS Three-way ANOVAS (Age X Family

Configuration X Exercise) were used to determine if there were significant

differences for pilots on their intake of protein, carbohydrates and fat.

Although no differences between groups were found, few pilots met the

recommended daily allowances for any of these three food groups.

CONCLUSIONS Many athletes opitmize their diet in order to meet the

strenuous demands of training and competition. These preliminary

findings indicate pilots do not have diets well suited to the demands of

their jobs. There appears to be a need for dietary education programs for

TAC pilots and further study of thc diets of TAC pilots in stress

situations.
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INTRODUCTION

Studies conducted since the 1 940's have furnished information about the

food consumed and the energy expenditures of the general population

(1,7,8,15). Research has also provided dietary information about

subgroups of the general population. One of these subgroups is athletes.

Over the past 20 years, nutrition profiles of different athletes have been

developed (4,6,9). The performance demands of flying sophisticated jets

mimic the demands of elite athletes. Fighter pilots have been compared to

athletes such as: weight lifters, body builders and sprinters (2,5).

Comparisons to specific sports may or may not produce exact matches.

However, they are useful in understanding some of the physical

requirements of pilots. Other parallels between athletes and pilots are:

emotional stress, hectic travel schedules, training pressures and

competition (combat). In spite of the pilot/athlete analogy, dietary

profiles have not been developed for pilots.

Athletes demonstrate little dietary knowledge (4,14). As no studies have

been done with pilots, this may also be the case with pilots, Lack of

nutritional knowledge and demanding lifestyles may lead to nutritional

deficiencies. Studies have shown that irregular and insufficient caloric

in a may ., us ' ,m ...... ,.a , , ,7 1...... can affect +ho

performance of pilots by reducing G-tolerance and even provoking G-loss

of consciousness (2). Stewart (12) showed that in some instances,
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reduced blood sugar may lead to unconsciousness during positive

acceleration. In 1956 and 1957, known cases of unconsciousness in flight

were analyzed and hypoglycemia was found (11,12). It is possible that a

poor diet (missed meals or hurried snacks) contributes to hypoglycemia.

Dietary deficiencies can be significant factors in pilot performance and

aircraft accidents.

Lyons and Wilson (9) indicate a correlation between dietary disturbances

and peptic ulcers in the pilot population. As with hypoglycemia, incipient

peptic ulcers can affect performance. Since there is a connection between

diet and health, and good he3lth is the foundation for performance, it is

important to develop a nutrition profile of TAC fighter pilots. The purpose

of this study was to examine the effect of age, family status and exercise

on the diet of TAC pilots.

METHODS

Subjects

118 TAC pilots who fly F-15's and F-16's at TAC bases (Langley AFB, Shaw

AFB, Eglin AFB, MacDill AFB and Hill AFB) were used for this study. For

analysis, these pilots were divided into groups by age (20-30, 30-40,
4 *+), f nrnil* hi nf i'" r' itrM I oinrl -1, oples no - i . ... 'U I VV. UI

children), and exercise level done on a weekly basis (no exercise, I or 2

days, 3 or more days).
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Instrument

PruCal Analysis Computer Program was used to analyze a typical three day

diet to determine the percent protein, carbohydrates and fats for each

pilot. Information was also collected on dietary fiber, cholesterol and

sodium. A personal interview form was used to gather descriptive

information about the lifestyle of the pilots.

Procedure

A personal interview with the primary investigator followed the three day

dietary recording period to clarify responses on the PruCal analysis. The

investigator also asked the pilots questions concerning family

configuration, physical activity done on a weekly basis and age.

RESULTS AND DISCUSSION

Three-way ANOVAS (Age X Family Configuration X Exercise) were used to

determine any differences (P.05) for the pilots on their intake of protein,

carbohydrate and fat. Although no differences were found among the

pilots, few met the recommended daily allowances for any of these food

groups.
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Table 1
Means and standard deviations for percent of dietary protein, carbohydrate and fat

X S.D. Minimum Maximum RDA

Protein 15.05 2.66 8 21 12-15
Carbohydrate 44.56 8.27 25 77 48-57
Fat 34.25 6.31 15 47 30

The mean protein percentage for the 118 pilots was 15X. The pilots were

within the recommended range of 12% to 15X set by the U.S. Guidelines.

When compared to athletes, football players had 15% protein: body builders

19%: gymnasts 15%: and sprinters 14X (14). Twenty elite triathletes

studied using a 7 day dietary intake recording reported a 13% protein

intake (4). Although the average RDA for the pilots fell within the normal

range, many of the pilots were outside the norms. Certainly the extremes

of 8% and 21%, indicate dietary counseling is advisable.

The mean carbohydrate percentage for the pilots was 44.5%. The RDA for

carbohydrates of 48%-57% is well above that recorded for the pilots in

this study. Current TAC guidelines for pilots of 50% to 60% carbohydrate

also exceed recorded carbohydrates. Comparisons with athletes yield the

following percentages: football players 30%: body builders 36%: sprinters

49%: and gymnasts 44% (1 4). Elite triathletes had a carbodydrate
,-rlrct , r'l i ^f C g( W I" A-7%. Tk^ I I. p -, .1 -4I-I;-,,, k.-- a ,- ir en diet, of. 2207&." ,,"O
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carbohydrate (7). The mean carbohydrate recorded for pilots did not fall

within the range suggested by either the Air Force or U.S. Guidelines. As
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with protein, the extremes of 25% and 77%, indicate reason for concern.

The TAC Pilots as a whole fell short in their carbohydrate analysis.

The recommended guideline for fats is 30%. The pilot population had 34%

of their diet in fat. When compared to other athletes, body builders had

39% fat, sprinters 36% fat, and gymnasts 39% (1 4). Triathletes had 27%

fat in their diet (4). The current diet of the U.S. population is composed of

42% fat (7). As can be seen, the fat component of TAC pilots' diet, is

higher than the recommended daily allowance. Although it is lower than

the normal population's, it is still too high, especially for personnel in

performance oriented positions.

Although the focus of this study was in the three major food groups, other

components of the pilots diets were measured: cholesterol, sodium and

dietary fiber.

Table 2

RDA's, TAC Pilot's consumption and percentage of TAC Pilots' meeting guidelines

RDA TAC Pilots X Meeting Ouidelines
(Average)

sodium 2000 mg/day 4000mg/day 6%
Cholesterol 300 mg/day 500/mg/day 45Z
Fiber 15kg/I 000kg/dy 7kg/i 000kg/day 4Z
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As revealed by Table 2, most TAC pilots are not within the RDA's for these

dietary components. This is surprising since some of these dietary

components along with the various nutrient groups affect cardiac function.

High blood pressure or arterial plaque may result from excess sodium or

too much fat and cholesterol in the diet. Cardiac function is a major

concern of any pilot let alone TAC pilots.

CONCLUSION

Diet is crucial to the maintenance and improvement of performance.

Although no dietary differences among the pilots were found, few pilots

met the RDA's for the major food groups. Not enough pilots met the RDA's

for cholesterol, sodium and fiber. These two findings present reasons for

concern. It is important to note that most (96%) diets were recorded

under normal working conditions. The interesting question arises, how do

diets change under "game" conditions? Do the stresses of training and

combat simulation lead to better or worse diets? Athletes are

accustomed to modifying diet before games. In some cases (endurance

athletes), diet is modified for several days when carbohydrate loading is

employed to enhance performance before a major event. Are there any

provisions for, or do pilots prepare "pregame" meals designed to meet the

demands of competition?

A large percentage of the pilots (above 75%) are aware of the importance

of their diet and were interested in the results of their 3 day dietary
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in take analysis. They seemed knowledgeable about cholesterol, simple

sugars and the consumption of too much alcohol. As a group, the pilots

would like to know more about their own diet and what type of diet would

be optimal for the stresses of their particular assignments. The results

of the analysis show not enough is known by pilots to design optimal diets.

Since pilots must perform in a very demanding environment. They cannot

afford to neglect something as important as diet. Further study is needed

to examine dietary intake in the very stressful environments of: multiple

sorties, night flying, remote tours, overseas tours with family and cross

country flights. Required physical conditioning programs are an important

part of pilot training. Nutrition education should be incorporated in the

pilot training program either as a part of the conditioning program or as a

separate component. It would be of interest to see if nutrition education

programs lead to improved diets both in the mission and regular duty

environment.

A great deal of time and money is spent to elevate flying performance in

the Air Force. Athletes modify their diet to enhance performance.

Similarly, pilots should recognize the role diet plays in their performance.

The results of this study show there is need to improve the diets of TAC

pilots. The expressed interest of the pilots.in this survey for improving

L11 I Ut U uIu oU 1VQ %. ILAy c ha ne vaphcn t~rmr prowide an improved
basis for flight performance.
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SUMMARY

Candidate reagents for and preliminary operating characteristics of

a high-performance molecular exclusion chromatography system with a

cholesterol-specific detector were studied. Preliminary results

with a new higher efficiency molecular exclusion column, PWXL

series, were not found to increase separation in the molecular

weight range of interest compared to previous columns used (PW and

SW series). The kinetics of the appearance of chromophore in the

cholesterol assays from Sigma Diagnostics and Boehringer Mannheim

Diagnostics were studied for use in a cholesterol-specific detector

system. Cholesterol reagent from Boehringer Mannheim Diagnostics

were found suitable as a post column reagent. Hardware for the post

column system is described using parts available from U.S.

suppliers. Operating characteristics of this system are described

in the discussion.

INTRODUCTION

The eventual goal of the present project is the development of

accurate reliable predictors of early coronary artery disease to be

used to aid in the screening of individuals requiring intervention

or monitoring. There is still considerable controversy regarding

the best predictor of coronary artery disease. The present work

focused on the use of high performance molecular exclusion

chromatography together with post column detection of cholesterol to

carry out simultaneous quantitation of all lipoproteins. This would

permit analysis of various risk indices as a means for evaluating

coronary artery disease risk. Preliminary work done in the summer

of 1987 showed the potential feasibility of carrying out lipoprotein

separation using high performance molecular exclusion

chromatography. The major draw back of this method was the need for

a specific detection system for cholesterol.
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MATERIALS AND METHODS

1. Cholesterol Reagent Systems

Two commercially available reagent assays for use in the

cholesterol-specific detector were characterized. Sigma

Diagnostics Cholesterol (Catalog 1o. 352) and Boehringer

Mannheim Diagnostics (BMD) Cholesterol High Performance Kinetics

(Catalog No. 725252). Both reagent systems utilized a

cholesterol esterase and a cholesterol oxidase catalyzed coupled

enzyme arrangement as shown for the Sigma Diagnostics

Cholesterol assay system (below).

Cholesterol Esters + H,O Choltarol Cholesterol +
Estrase Fatty Acids

Cholesterol + 0, Cholesteroi Cholest-4-en-3-one +
Oxidase H,O,

2HO 2 + 4-Aminoantipyrine + p-Hydrxybenznesufonate

Perxidase, Quinoneimire Dye + 4HO

The hydrogen peroxide, H202, generated in the reaction is

coupled to the production of a chromophore wbich is measured by

absorbance at 520 (BMD cholesterol) im or 500 nm (Sigma

Diagnostics) after a 10 minute incubation at 370C. Both reagent

systems use a multipoint standard curve for calculating sample

cholesterol concentration. The two assays utilize different

enzyme concentrations, different dyes for development of color,

and different buffer and detergents. When used according to

manufacturer's specifications for the Instrumentation Laboratory

(IL) Multistat, an automated analyzer on which the cholesterol
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assay was characterized, the BKD cholesterol assay is almost 2.5

times more expensive on a cost per test basis (18.3 J/test)

compared to the Sigma Diagnostics cholesterol assay (7.7

0/test). Linearity for the BMD cholesterol assay is reported as

800 mg/dL while the Sigma Diagnostic cholesterol assay has a

reported linear range of 600 mg/dL.

2. HPLC System

The HPLC System consisted of a Waters Model M6000 Dual Piston

Pump and an Eldex Model A-60-S Single Piston Pump (Biomedical

Engineering Company, St. Paul, MN) hooked up as shown in the

diagram below.

c~l un (s)sample injector

absorbance detector
reaction coil

water bath

chromatography
solvent

HPLC pump
A60S

cholesterol
waste reagent

1- PLC- *
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Connecting tubing (except for the reaction coil) is 0.020" ID

stainless steel tubing. Fittings were from Chromtech, Apple

Valley, MN. Sample injector is a Rheodyne Model 7125 equipped

with a 2.0 mL sample loop. Reaction coil consisted of a 75 ft.

link of 0.01" ID stainless steel tubing wrapped tightly around a

1" diameter galvanized pipe (total volume in reaction coil is

1.0 mL). Coil is immersed in a constant temperature water both

maintained at the temperature indicated in the result section.

3. Detector and Data Collection System

Absorbance detector is an ISCO Model 1840 Variable Wavelength

Detector. Analog signal from the detector was digitized via an

ADA-LAB PC Interface Board and CHROMAMP-PC Interface Modual

(Interactive Microware Inc., State College, PA). Data was

collected and processed on a Zenith Model 159 Microcomputer

(Zenith Data Systems) using CHROMATOCHART-PC software

(Interactive Microware Inc.).

4. Reagents

Specialty reagents included the following: Sigma Diagnostics

Cholesterol Assay (No. 352); BMD Cholesterol High Performance

Kinetics (No. 725252); Sigma Diagnostics ACCUTRO4 Abnormal (No.

A2034) and Normal (No. A3034) Control; NBS Standard Reference

Material 1951-Cholesterol in Human Serum (Frozen); National

Bureau of Standards, Office of Standard Materials, Very Low

Density Lipoprotein (Sigma No. L-2264), Low Density Lipoprotein

(Sigma No. L-2139) and High Density Lipoprotein (Sigma No.

L-2014); Peroxidase (Sigma No. P-8415), Cholesterol Oxidase

(Sigma No. C-8649); Cholesterol Calibrators (Sigma No. 0534);

Serum-based Calibrators (BMD No. 781-827); Apoferritin (Sigma
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No. 3660, MW 443,000); Thyroglobulin (Sigma No. T-9145, MW

669,000); High Performance Molecular Exclusion Columns (30 cm X

7.8 mm ID), G3000 PWXL, G4000 PWXL, 2500 PWXL, PWXL Guard Column

(Supelco Inc., Bellefonte, PA). All other reagents were of the

highest quality commercially available.

RESULTS

Day-to-day precision with the Sigma Diagnostics and the BMD

cholesterol assays were similar, approximately 1% - 5% CVs over a

vange of cholesterol concentrations from 100 to 400 mg/dL. Using a

variety of commercially available serum-based samples with known

cholesterol concentrations the accuracy of the two assays were

similar as shown in Table 1. Reagents were made up and used

according to manufacturer's specifications for the TL Multistat.

Calibrators used for itermining sample cholesterol concentrations

were commercially available aqueous-based cholesterol standards at

concentrations of 100, 200, 300 and 400 mg/dL. The Sigma

Diagnostics Cholesterol assay required 2 j1 sample and 150 4i

reagent and used absorbance at 500 nm after a 10 minute incubation

at 370C to quantitate cholesterol concentrations. The BMD

Cholesterol assay required 2 V1 sample and 200 ji reagent and

used absorbance at 520 nm after a 10 minute incubation at 37*C to

quantitate cholesterol concentration. Both assays were linear to

the highest cholesterol concentration tested, 400 mg/dL.
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Table 1. Comparison of Accuracy for Sigma Diagnostics and

BMD Cholesterol Assays*

Observed Observed

Actual Conc. BMD Assay Sigma**

Sample mg/dL mg/dL - m&/dL

ACCUTROL-N 163 165 160

Nat'l Bureau Stds

Low 210.4 214 214

Medium 242.0 237 233

High 282.0 282 274

* Aqueous-based standards used for both assays.

** Concentrations for Sigma assay were calculated

manually from absorbaace data collected from Multistat

cholesterol program.

The time course of color development for the BMD Cholesterol assay

was much faster than the Sigma Diagnostics assay as shown -in Figures

1 and 2. In the experiments summarized by these figures,

cholesterol reagent was reconstituted as described by the

manufacturers for the IL Multistat. Reagent was mixed with

serum-based cholesterol samples in a 3:5 (reagent:sample) ratio.

Absorbance at the appropriate wavelength was followed in the

Multistat with time. The data show that the rate of absorbance

increase at 520 nm with the BMD Cholesterol assay is much faster

than the rate of absorbance increase at 500 rnm with the Sigma

Diagnostics assay. At one and two minutes absorbancies reached 76%

to 95% and 95% to 100%, respectively, of their maximum plateau value

in the BMD Cholesterol assay, With the Sigma Diagnostics

Cholesterol assay the percentages were much lower and much more

dependent on cholesterol concentration. Supplementing the Sigma

Diagnostics Cholesterol reagent with additional cholesterol esterase

and peroxidase increased the rate of absorbance increase but not to

the rate achieved with the BD Cholesterol reagent. Temperature

effect on the rates of absorbance ik e'ease war not examined.
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A series of studies was undertaken to assess the separation

capabilities of the PWXL series columns using commercially available

purified proteins (catalase, MW 232,000; apoferritin, MW 440,000;

thyroglobulin, MW 669,000) and puri.3ied lipoproteins (ve:y low

density lipoprotein, VLDL; low density lipoprotein, LD.; high

density lipoprotein, HDL). Each protein and lipoprotein was run

alone and in various combinations on the 2500 PWXL, 3000 PWXL and

4000 PWXL columns. The 2500 PWXL was unable to separate any of the

lipoproteins or any of the purified proteins at a flow rate of 1

ml/minute. No additional work was done with this column. The

separations achieved on the 3000 PWXL and 4000 PWXL are shown in

Tables 2 and 3. Samples were introduced in volumes from 20 to 80

4l by partially filling the 2 ml sample loop. Mobile phase,

consisting of 0.2M Tris-acetate 0.2M NaCl, pH 7.0, was pumped at a

flow rate of 0.5 ml/min. Absorbance of the eluant was monitored at

280 nm using an ISCO variable wavelength detector and data was

captured and stored using an A to D converter (ADA-LAB-PC) and

software (CHROMAMP-PC) resident on a microprocessor (Zenith Model

159).

Table 2. Elution Times for Solute from 3000 PWXL Column

Width at

Analyte Peak Elution Time(s) Half Peak Ht(s)

LDL 1104 75

HDL 1266 75

Catalase 1305 90

Apoferritin 185 90

T's-yroglobulin 1105 90

Solvent flow rate = 0.5 ml/min

Buffer - 0.2 M Tris-acetate, 0.2 M NaCl, pH 7.0
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Table 3. Elution times for solute from 4000 PWXL Column

Width at

Analyte Peak Elution Time(s) Half Peak Ht s)

Catalase 1620 90

Apoferritin 1550 90

Thyroglobulin 1410 90

Solvent flow rate = 0.5 ml/min

Buffer - 0.2 M Tris-acetate, 0.2 M NaCl, pH 7.0

As eupected the 3000 PWXL column separated better in the "lower"

molecular weight range (230,000 - 440,000) and the 4000 PWXL column

separated better in the "higher" molecular weight range (440,000 -

670,000).

The 3000 PWXL column was placed in series with the 4000 PWXL (3000

PWXL first) and the resolution power of the combined column

arrangement was studied. A 20 Ul sample containing thyroglobulin,

apoferritin and catalase was chromatographad on the 3000 PWXL/4000

PWXL column system. Figures 3a and 3b show the absorbance at 280 nm

of the eluant at two different flow rates 1.0 ml/min (Figure 3a) and

0.5 ml/min (Figure 3b). Identity of each peak was established by

chromatographing each protein separately. Elution time for the

catalase peak, the last protein elutedi was 14.5 minutes at a flow

rate of 1 ml/min and 35.1 minutes at a flow rate of 0.5 ml/min. By

comparison, baseline separation of these same three proteins can be

achieved with a column system consisting of a 3000 PW and 5000 SW

column in series. Total separation time was 68 minutes (final

report AFOSR summer work, W.K.T.). Figures 4a and 4b show the

absorbance at 280 nm of the eluant from a 60 V1 sample containing

three lipoproteins VLDL, LDL and HDL at flow rates of 1.0 ml/min
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(Figure 4a) and 0.5 ml/min (Figure 4b). Identity of each peak was

established by chromatographing each lipoprotein 40-saparately.

Elution time for the HDL peak, the last lipoprotein eluted, was 14.4

minutes at a flow rate of 1 ml/t'in and 35.2 minutes at a flow rate

of 0.5 ml/min. By comparison, complete separation of the three

lipoproteins can be achieved with a column system consisting of a

3000 PW and 5000 SW. Baseline separation can be achieved with a 68

minute run time with acceptable separation achieved in a 30 minute

run (final report, AFOSR summer work, W.K.T.%,

To study the operating characteristics of the post column reaction,

a series of solutions containing different concentrations of an

aqueous-based cholesterol calibrator was injected into a mobile

phase consisting of 0.2 M tris acetate, pumped at a flow rate of 0.5

ml/min. Downstream from the injector a "tee" connector was used to

mix mobile phase with cholesterol reagent. The cholesterol reagent

used was the Sigma Diagnostics Cholesterol assay -eagent

reconstituted as described for use with the TL Multistat L../.5 ml

distilled water/cholesterol 50 bottle) and was pumped with a second

pump at a flow rate of 0.5 ml/min. The mixed stream containing

mobile phase, sample and cholesterol reagent was then sent through a

75 ft. reaction coil consisting of 0.01 inch ID stainless steel

tubing immersed in a constant temperature water bath. Total inside

volume of the reaction coil is 1 ml. Figure 5 shows the absorbance

profile of a series of cholesterol solutions injected at various

times. The Figure 5 insert shows the relationship between the

absorbance peak and the cholesterol concentration.

Duo to technical difficulties with the M6000 HPLC pump analysis of

samples using the 3000 PWXL/4000 PWXL -columns with post column

cholesterol detection was not carried out.
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SUMMARY AND CONCLUSION

The present column configuration consisting of a 3000 PWXL/4000 PWXL

offers less power in separating the three types of lipoproteins,

VLDL, LDL, HDL compared to a 5000 PW/3000 SW configuration. A 5000

PW/3000 SW column configuration can do an adequate separation of the

three types of lipoproteins in approximately 30 minutes. The 3000

PWXL/4000 PWXL column configuration yields only partial resolution

of the three lipoproteins in 35 minutes. The 2500 PWXL is of little

use in separating any of the lipoprotein types. There is no

indication that it would be useful in sbufractionation of HDC

species.

The post column detection of cholesterol using a cholesterol-specific

reaction is still an attractive option. There are differences

between cholesterol assay reagents not only in cost but also

performance characteristics relevant to a post column reactlon

system. The time course of appearance of chromophore for the

Boehringer Mannheim Diagnostics Chloesterol High Performance

Kinetics Assay is much faster than the time course for the Sigma

Diagnostics Cholesterol Assay. In spite of this difference a

suitable linear response of signal (absorbance) to cholesterol

concentration can be generated using the Sigma Diagnostic

Cholesterol assay reagent in a continuous flow cholesterol reaction

at 450 C. This continuous flow system is capable of detecting

cholesterol in a 0.1 ml sample containing 10 mg// injected directly

into the mobile phase system. Whether this is adequate sensitivity

for a 1.0 ml sample of plasma containing 200 mg/dL cholesterol, a

typical sample size and cholesterol concentration, remains to be

demonstrated. Clearly. additional modifications to the reaction

conditions are possible to increase sensitivity and extend linear

range for cholesterol.
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Figure I. Time Course for the Appearanc, of Absorbance
at 520nm +or the BMD Cholesterol Assay.
Cholesterol reagent was reconstituted as described for

use in the IL Multistat. NBS cholesterol standards were
diluted to the concentrations shown on the graph. 125 ul
of sample and 75 ul cholesterol reagent were loaded into
the rotor and the absorbance of the solutions measured
at 520 nm every .30 seconds for 10 minutes. All data were
collected simultaneously by the Multistat. Pathlength of
absorbance cell is 0.5 cm.
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Figure 2. Time Course for the Appearance of Absorbance
at 5G0nm for the Sigma Diagnostics-Cholesterol Assay.
Cholesterol reagent was reconstituted as described for

use in the IL Multistat. NBS'cholesterol standards were
diluted to the concentrations shown on the graph. 100 ul
of sample and 60 ul cholesterol roaaent wove loaded into
the rotor and the absorbance of the solutions measured
at 500 nm every 15 seconds for 10 minutes. All data were
collected simultaneously by the Multistat. Pathlength of
absorbance cell Is 0.5 cm.
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Figure 3a. Elution Profile of Protein Mixture
Containing Thyroglobulin. Apoferritin. and
Catal ase.
A 20 ul sample of a protein mixture was
injected onto a chromatographic column system
containing a 3000 PWXL and a 4000 PWXL column
connected in series. Mobile phase was 0.2M
Tris-acetate, 0.2M NaCl, pH 7.0 at a flow rate
of 1.0 ml/min. Absorbance of eluant was
monitored at 280nm.
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Figure 3b. Elution Profile of Protein Mixture
Containing Thyro globulin. Apoferritin, and
Catal ase.
A 20 ul sample of a protein mixture was
injected onto a chromatographic column system
containing a 3000 PWXL and a 4000 PWXL column
connected in series. Mobile phase was 0.2M
Tris-acetate, 0.2M NaCl, pH 7.0 at a flow rate
of 0.5 ml/min. Absorbance of eluant was
monitored at 280nm.
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Fioure 4a. Elution Profile of Solution
ContaininQ Purified Lipoproteins, VLDLI LDL,
and HDL.
A 60 ul sample containing purified
lipoproteins was injected onto a
chromatographic column system containing a
3000 PWXL and a 4000 PWXL column connected in
series. Mobile phase was 0.2M Tris-acetate,
0.2M NaCl, pH 7.0 at a flow rate of 1.0
ml/min. Absorbance of eluant was monitored at
280nm.
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FiQure 4b. Elution Profile of Solution
Containinq Purified Lipoproteins, VLDL, LDL,
and HDL.
A 20 ul sample containing purified
lipoproteins was injected onto a
chromatographic column system containing a
3000 PWXL and a 4000 PWXL column connected in
series. Mobile phase was 0.2M Tris-acetate, V/.L
0.2M NaCl, pH 7.0 at a flow-rate of 0.5
ml/min. Absorbance of eluant was monitored at,
280nm.
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Figure 5. Response of Post Column Cholesterol Detection
System.
O.lml aliquots of cholest.erol-containing solutions
(lOmg/di, 20mg/dl, 30mg/dl, and 40mg/dl) were injected
into a stream of mobile phase at approximately 2 minute
intervals. Mobile phase carrying sample was mixed with
cholesterol reagent as described in text in a equal
volume ratio. The mixed stream was sent through a
reaction coil immersed in a water bath at 470C. Eluant
from the reaction coil was monitored at 500 nm. Insert
shows peak height (in units calculated by chromatography
software) versus cholesterol concentration of injected
sample
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ABSTRACT

Chemiluminescent dosimeters based on luminol/hydrogen peroxide

mixtures containing metal oxide catalysts have been shown to be

sensitive to heating using 2.4 GHz microwave energy, and these might

be used as a means for imaging the deposition of microwave energy in

target phantoms. Several metal oxide catalysts were considered, and

those of copper, cobalt and iron were found to be potentially the most

useful for this type of application. A simple mathematical model was

developed which simulates the general properties of the dosimeters.

These dosimeters were also examined in strong acoustic fields at 20

kHz, and a dosimeter based on Scandium(III)oxide appeared to be more

sensitive to an acoustic field than to heating.
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1. INTRODUCTION

During a summer faculty research project conducted at Brooks Air

Force Base in 1988 some attention was given to chemiluminescent

dosimeters which are temperature sensitive and which might be used to

generate three dimensional microwave absorption maps in target

phantoms (1). It was shown that alkaline solutions of luminol in

water containing hydrogen peroxide and a trace of copper(II) (as the

hydrated oxide colloid) produced a chemiluminescent reaction over an

extended period, and the reaction was temperature dependent, emitting

more light at higher temperatures. These dosimeters are fairly dilute

in all species (1) and thus have microwave absorption properties not

markedly unlike those of water containing dilute electrolytes (e.g..

biological fluids).

In most analytical applications of chemiluminescence, the

reaction produces a brief burst of light, and one uses a photometric

luminometer to measure the integrated envelope of this burst (2);

however, these procedures stand in contrast to the needs of an imaging

dosimeter, which must react slowly enough that one has time to fill

and use a phantom. The latter objective is achieved by restricting

the rate at which .-inol is activated for its chemiluminescent

reaction.

All available evidence indicates that the luminol reaction is

initiated by free radicals (3). The dosimeter contains a small amount

of the catalyst, and the action of the catalyst on hydrogen peroxide

presumably produces the necessary activating free radical species
(such as hydrogen ..-- , Lay . rad c....s, etc.) at an acceptably

slow rate. There is a lower limit to this since dilute aqueous
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solutions of alkaline hydrogen peroxide containing luminol and no

metal ions are weakly chemiluminescent and probably could gonerate

images with sensitive charge-coupled device arrays. Also, this

reaction is sensitive to dissolved carbon dioxide, which enhances the

level of chemiluminescence, apparently through the formation of formyl

or bicarbonate radical species (1,4) that act to increase the

probability of the initiation reaction. Gas effects at liquid

interfaces would be expected to complicate the interpretation of an

imaging dosimeter; thus, dissolved gas effects are probably

undesirable.

The work reported herein has been largely oriented to a search

for metal ion catalyzed dosimeters which are, like the above-described

copper (II)-catalyzed system, temperature sensitive. Varying degrees

of temperature sensitivity were indeed observed, and appropriate

dosimeters have been identified. Based on known solubilities, all of

the catalysts described in the following are hydrated metal oxide

colloids.

A possible interesting variant application of temperature

sensitive dosimeters is in the detection of transient acoustic waves

produced in targets by high power microwave (HPM) pulses (5).

Sonochemical reactions are explained as the result of fluctuations of

temperature produced in the compression and cavitation zones of an

intense acoustic wave (6); thus one would expect that dosimeters which

are sensitive to temperature would also show enhanced

chemiluminescence during accoustic irradiations. Measurements

conducted during this project did not bear this up, but time ran out

before =c. of th observed phenomena could be thoroughly tested.

Most investigations of the luminol chemiluminescent reaction have
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led to a conclusion that the mechanism in aqueous solutions begins--by

free radical action (3), i.e., a single electron is removed from the

luminol anion at one of its azine nitrogens:

O 0

NH R NH

0 0

The best evidence for this comes from the fact that systems which are

known to produce radicals also activate luminol, but the evidence for

subsequent reaction species on the path to light production is much

more nebulous. Dur ng this research effort an attempt was made to

verify the involvement of radicals by means of nmr CIDNP spectra.

CIDNP effects were not seen over a range of conditions, which may

place some restraints on the time scale -and nature of radical

processes involved in the luminol reaction.

2. OBJECTIVES

The objectives of this project were outlined in the RIP, and they

have been followed as closely as possible during the past year. The

main objective of this research has been to identify metal ion

catalyzed .luminol dosimeters with the steepest possible temperature

dependence, especially near 25 C, since these would be best suited for

microwave/thermal .dosimetry in target phantoms which are subjected'to

sudden R1 fluences and with sukficient energy input to create a

temperature step.
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A second objective has been to examine sae of these dosimeters

for their sensitivity to acoustic fields. It was expected that

sonochemical luminescence would correlate with thermal effects since

acoustic waves act to cause instantaneous fluctuations in temperature;

however, it was recognized that if a dosimeter behaved anomalously in

this regard, it would have useful properties since pulsed microwave

fluences create acoustic waves.

A third objective has been to detect and characterize, if

possible, NMR CIDNP effects in the luminol reaction. It was hoped

that this would gain insight into the chemiluminescent reaction

mechanism, which is presumed to be initiated by free radicals. One

needs to question the nature of metal ion catalyzed chemiluminescence:

do all of these act to generate free radicals, or or do some of the

metals act directly upon luminol?

3.EXPERIMENTAL METHODS

3.1. Measurements of Chemiluminescence as a Function of Temrature

A Turner model TD-20e luminometer interfaced to an IBM PS/2

(model 30/286) was used to quantify relative chemiluminescence

intensities as a function of time or temperature. The rudimentary

interface software provided by Turner, Inc. was developed into a data

logging program (in BASIC) appropriate for this work, and a listing is

included as Appendix II.

The luminometer was connected to a ten gallon circulating bath

containing an antifreeze mixture. The bath was equipped with stirring
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and circulating pumps, and a heating element/YSI Model 71 Thermistemp

relay control loop kept temperatures in the bath and the luminometer

head to within one degree. Further, the bath could be chilled using a

Polyscience model KR-80A refrigeration unit, which provided an

extension of temperature control to sub-ambient values.

Luminometric measurements were conducted in 8 =i translucent

plastic cuvettes (from Turner) with the parabolic reflector in place.

In all measurements a fresh cuvette was left in the luminometric

compartment long enough to reach thermal equilibrxta (about 10

minutes) while pipet tips and components of the luminometer solution

were similarly pre-equilibrated in tubes kept in the circulator bath

(it was fitted with test tube racks). The mixing process followed a

rigorous timetable in an attempt to minimize systematic errors. The

actual variability of data experienced in these measurements is

attributed to geometrical imperfections in the luminometer cuvettes

and other factors such as procedures for preparing catalysts.

3.2. Microwave Heatin Experiments

For quantitative measurements of relative chemiluminescence

levels in a microwave (heating) field, our machine shop fabricated a

special cover for the Turner luminometer. This was fitted with a

flexible fiber optic guide, five feet long, which was routed to the

heating compartment of a 2.4 GHz, 500 watt microwave oven. The oven

end of the normetallic fiber optic guide was anchored to a clear glass

measuring cell so that the geometry could be kept constant. The floor

of the oven was marked with a positioning pattern (Figure 1) so that

additional containers of water could be added in a four-fold pattern
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FIGURE 1. Lay Out of the Absorbers and Cuvette on the Microwave

Oven Floor.

A 
A

0

F H

A 
A

A - Energy absorbers; each beaker contained 200 mL of water.

C - The dosimeter cuvette.

F - Fiber optic guide.

H - Fiber optic guide holder.
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around the measurement cell, allowing control of the heating rate.

After some exploration of the conditions, we settled on having a total

of 800 mL of water in the reservoirs, divided into four 200 mL

portions, which began at 23 C, and 100 ml of the dosimeter in the

cuvette, starting at a temperature of 5 C. The dosimeter was loaded

into the measurement cuvette two minutes before beginning an

irradiation. The dosimeters were prepared from stock solutions which

had been pre-equilibrated in a 5 C constant temperature bath, and

thermometry detected an approximate 2 C temperature rise during the

arbitrary 2 minute delay time before starting the microwave

irradiation. The microwave heating rate, B, was measured at 10.0

degrees K/minute (standard deviation 0.2) using an Omega digital

thermometer (temperature changes after specified heating times were

measured with the probe inserted in the solution volume near the fiber

optic guide).

Measurements of doses with an irradiator of this type are beset

with many difficulties (7), especially if one is attempting to measure

accurate specific absorption rates (SARs), i.e., the dose distribution

is not uniform, which may introduce convection, and temperature

measurements are at best averages. However, in this case we are

maintaining a fixed geometry, and all dosimeters were at the same

ionic strength. The time versus luminosity data are equivalent to

averaged temperature versus luminosity. This method is especially

appropriate for observing changes in relative chemiluminescent

intensity expressed as a ratio, I/Io, where Io is the intensity at the

beginning of an irradiation and I the intensity at some later time.

Data obtained by thie method proved to be reproduciblc, 6nd it was

possible to compare the temperature sensitivity of different
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dosimeters, which is the real intent of the work.

3.3. Sonochemical Luminescence

The sonochemical irradiator made use of the fiber optic guide

described above for microwave irradiations. A blackened light baffle

was fabricated for inclosing the transducer element of a Branson model

W-185 sonifier, and a 50 mL beaker containing 20 mL of the test

dosimeter solution was positioned so that the tip of the transducer.

dipped half-way to the bottom of the dosimeter solution. The fiber

optic terminus was positioned to sample light coming from the region

of the dosimeter solution within 1 mm of the sonifier's tip. The

Branson somifier can deliver up to 150 watts of acoustic energy at a

frequency of 20 kHz; however, in these irradiations the power was set

at 50 Watts to avoid violent swirling action. The dark-adapted human

eye can detect sonochemical luminescence in these dosimeters. It

appears as a small, flame-like zone immediately below the transducer,

and intensity changes appear to be instantaneous where one switches the

sonifier on or off.

3.4. Nmr and Other Spectroscopic Measurements

Proton and carbon-13 nmr spectra were obtained using a

Chemagnetics A-200 spectrometer. In the attempts to detect CIDNP

effects in the luminol chemiluminescence reaction, controls were

obtained to verify that these reacting samples were actually producing

ligt .. .. .bthc t.me Of meacurmant.

Infrared spectra were obtained by means of a Bomem MB-100 ETIR
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instrument.

3.5. Dosimeter Preparation

Dosimeters were prepared from two stock solutions: alkaline

luminol was prepared fresh daily and consisted of 20.0 mg of luminol

(Sigma) in 6.00 mL of I N NaOH; 2% solutions of the various

transition metal salts were prepared by dissolving 1 g in 50 mL

deionized water. Titanium(IV)chloride is a liquid (toxicl), and some

of the stock metal solutions were acidified to maintain solubility.

The very active dosimeters of cobalt and ruthenium were modified in

some experiments; the metallic salts were normally at a 1:200 dilution

in solution B, and a specified 1:2000 dilution means that the

dosimeter contained the metal at a concentration one-tenth that of a

normal dosimeter.

In measurements of dosimeter intensity versus temperature, a

0.600 mL aliquot of the alkaline luminol solution was made up to 10.0

mL in deionized water to obtain solution A, and a 50 microliter

aliquot of the transition metal stock solution was made up to 10.0 mL

with 3% aqueous hydrogen peroxide to obtain solution B. The final

dosimeter solution was prepared by mixing A and B in the volume ratio

1:1, and to stay on-scale, only 25 microliters of the dosimeter was

transferred to the luminometer cuvette.

In sonochemical irradiations the total dosimeter volume was 20

mL, i.e., solutions A and B were mixed, and the entire amount was

transferred to the sonifier cuvette.

In microwave irradiations, the dosimeter component concentrations

were as described above, but the dosimeters were scaled up to obtain a
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final volume of 100 mL, all of which was transferred to the measuring

cell.

Luminol and the metal oxide colloids are the limiting components

of these reaction mixtures. The final dosimeter solutions contain

hydrogen peroxide at 0.44 M, NaOH at 0.030 N and luminol at 0.00057 M

(present as the anionic form in the alkaline solution). The various

metal ions were at an equivalent concentration on the order of 0.0001

M; however, considering the colloid nature of the latter, it is not

possible to specify catalyst concentrations.

There was not enough time to explore all of the possible metal

oxide catalysts, and colloidal palladium metal (one of our candidates)

should receive consideration along with more ions from the second and

third transitions.
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4. RESULTS AND DISCUSSION

4.1. Dosimeter Chemiluminescence as a Function of Temperature

The results of these measurements were not at all satisfying. An

intensity versus temperature plot for the Co(III) dosimeter (Figure 2)

shows the typically poor degree of reproducibility associated with the

method. Figure 2 is based on three replications of the experiment,

and the error bars mark one standard deviation. Excessive data

scatter was a characteristic of all of these measurements, although it

appears to be worse for some of the catalyst systems.

Averaged dosimeter intensity data as a function of temperature are

collected in Table I, and Table II presents a least squares analysis

of the contents of Table I to obtain activation energies (Ea) and

pre-exponential (Ao) factors (from log I versus lI/T; this is an

Arrhenius treatment which presumes that I is proportional to a

reaction rate constant, k). The data of Table II reflect sampling at

1, 10 and 20 minutes into the isothermal chemiluminescence versus time

curve; also, since the temperature versus intensity data appear to be

convex in some cases and concave in others, the analysis for Ea and

log Ao at the specified time intervals is shown for the lower range, 5

- 25 C, as well as the full range, 5 - 40 C. Data showing large

deviations for both Ea and Ao are clearly suspect, and this was

confirmed during subsequent microwave heating experiments (see 4.2.).

The dosimeters with more consistent values of Ea and Ao were in fact

temperature dependent in the latter experiments; however, the Ea

values in Table II do not correlate well with the values of I/Io

versus temperature seen in microwave heating experiments.
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TABLE I
Dosimeter Luminosity Versus Temperature

t °C

Source of Time, 5 15 25 35 40
Metal Mil

CuC12  1 2108 3887 4564 5773 5126
10 2585 3708 4376 4588 3117
20 1977 2237 1695 2483 1324

CrCI.2  1 17.03 9.710 27.14 135.1 60.19
10 13.10 10.42 15.48 64.22 18.08
20 7.063 7.216 4.388 25.83 8.910

Fe2(S04 )3  1 181.5 896.0 552.3 714.5 659.7
10 117.5 384.9 564.0 616.1 559.6
20 120.5 173.2 641.9 712.1 654.0

COSO4  1 5207 4931 4948 - 5149
(1:200) 10 6491 7278 6395 - 7101

MnC12  1 99.40 13.87 40.58 61.59 130.9
10 40.64 19.76 25.03 36.77 47.43
20 38.86 44.44 36.83 51.83 55.74

FeSO4  1 271.3 178.2 335.6 337.6 366.6
10 168.0 173.6 346.8 313.8 435.1

20 211.2 193.9 328.6 374.6 289.1

Nicl2  1 7.760 - 148.7 406.9 144.7
10 4.361 106.8 122.9 219.1 94.10
20 3.284 141.6 101.3 153.1 70.08

ZnBr2  1 28.42 33.19 53.76 16.62 22.12
10 26.77 7.810 37.90 7.491 8.340
20 23.06 3.308 28.46 3.915 4.469

RuC13 1 335.0 1900 2924 274.2 467.8
(1:2000) 10 169.7 1371 2083 212.4 380.5

20 95.10 1429 1520 201.7 372.6

PbCI, 1 4265 6103 7404 4117 6821
10 1729 3140 6086 3381 6200
20 1090 3236 4312 2647 3135

ScC3 1 9.120 - 41.52 15.20 72.10
10 2.712 - 31.77 11.50 39.11

20 1.347 - 19.96 8.02 29.30

139-16



NbCl, 1 276.7 505.8 413.2 511.6 156.5
10 136.9 532.7 371.7 169.1 78.55
20 63.35 387.3 293.9 124.4 58.29

AgF 1 154.6 420.9 37.34 237.4 330.4
10 96.60 191.6 31.85 132.1 162.7
20 45.14 108.5 35.60 90.82 95.02

TiC14  1 74.90 129.7 173.6 50.50 207.2
10 11.01 191.5 224.2 11.30 71.63
20 1.974 142.4 165.3 5.04 34.52

CoF 1 2078 3726 3697 3617 2115
10 1925 2228 2281 3512 2962
20 1709 1647 2229 3320 3525

AgC10 4  1 31.60 80.00 232.1 342.0 181.8
10 9.070 31.60 136.7 168.8 61.50
20 3.050 14.20 84.20 76.30 27.30

ZrC14  1 12.90 34.70 83.89 57.72 5.683
10 3.800 20.80 112.0 56.30 1.457

20 1.000 9.000 82.00 26.40 0.750

VC1, 1 95.10 174.8 407.8 296.7 286.3
10 68.80 68.90 281.4 196.3 126.8
20 41.10 25.00 173.1 119.3 65.50

139-17



TABLE II
Dosimeter Activation Energies and Pre-Exponential Factors

Source of Upper Sample Ea S.D. log3oA, S.D.
Metal Temp Time

CuC12  25 1 6412 1170 8.39 0.89
25 10 4359 497 6.85 0.38
25 20 -1232 1120 2.36 0.85
40 1 4405 829 6.85 0.61
40 10 1466 1115 4.64 0.82
40 20 -1061 4 2.50 0.92

CrCl 2  25 1 3691 4412 4.02 3.35
25 10 1317 1733 2.11 1.32
25 20 -3876 1471 -2.16 1.12
40 1 10152 3323 8.99 2.45
40 10 5236 3061 5.14 2.26
40 20 3593 3179 3.59 2.34

Fe2 (S04 )3  25 1 9375 5611 9.77 4.26
25 10 13012 2062 12.35 1.57
25 20 13690 2767 12.77 2.10
40 1 4890 2583 6.33 1.91
40 10 7341 1804 8.00 1.33
40 20 9576 1675 9.62 1.24

CoSO 4  25 1 - 427 184 3.38 0.14
(1:200) 25 10 - 100 679 3.75 0.52

40 1 - 28 160 3.68 0.12
40 10 236 355 4.01 0.26

MnCl2  25 1 -7678 .8275 -4.24 6.28
25 10 -4088 2585 -1.67 1.96
25 20 - 412 891 1.29 0.68
40 1 3085 4565 4.00 3.37
40 10 1430 1850 2.56 1.37
40 20 1595 653 2.83 0.48

FeSO4  25 1 1653 2915 3.66 2.21
25 10 5914 1881 6.83 1.43
25 20 3587 1728 5.10 1.31
40 1 2333 1187 4.18 0.88
40 10 4760 916 5.94 0.68
40 20 2667 962 4.40 0.71

NiC12  25 1 - - - -

25 10 27822 8083 22.7 6.14

25 - 20 28667 10935 23.3 8.30
40 1 17284 3980 14.60 2.91
40 10 14486 5304 12.49 3.91
40 20 13274 6354 11.52 4.69
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ZnBr2  25 3 5225 961 5.54 0.73
25 10 2599 7758 3.27 5.89
25 20 2345 11268 2.13 8.56
40 1 - 2150 2191 -0.13 1.62
40 10 - 4446 3703 -2.14 2.73
40 20 - 5923 4991 -3.45 3.68

RuCI3  25 1 17990 3378 16.75 2.57
(1:2000) 25 10 20837 4353 18.71 3.31

25 20 23107 7012 20.31 5.32
40 1 - 1827 5749 1.53 4.24
40 10 187 6064 2.86 4.47
40 20 2205 6505 4.26 4.80

PbC12  25 1 4564 415 7.23 0.31
25 10 10371 315 11.38 0.24
25 20 11417 2073 12.06 1.57
40 1 987 1397 4.47 1.03
40 10 5082 1761 7.31 1.30
40 20 4005 21K 6.37 1.62

ScC13  25 1 - - -

25 10 -
25 20 - - - -
40 1 7459 3660 6.86 2.68
40 10 11215 3826 9.35 2.80
40 20 13211 3838 10.61 2.81

NbCl, 25 1 3383 2176 5.16 1.65
25 10 8400 4627 8.86 3.51
25 - 20 12853 5586 12.04 4.24
40 1 - 1409 2643 1.50 1.95
40 10 - 3484 3881 -0.26 2.86
40 20 - 1499 4637 1.04 3.42

AgF 25 1 -11390 9543 -6.51 7.25
25 10 - 8913 6918 -4.84 5.25
25 20 - 1767 5494 0.41 4.17
40 1 1211 5154 3.15 3.80
40 10 836 3845 2.64 2.84
40 20 2402 2486 3.61 1.83

TiCl4  25 1 6956 631 7.36 0.48
25 10 25109 7127 20.95 5.41
25 20 36906 10924 29.57 8.29
40 1 1698 3098 3.30 2.28
40 10 1993 7925 3.18 5.84
40 20 5235 10469 5.24 7.72
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CoF3  25 1 4808 1574 7.14 1.19
25 10 1411 335 4.40 0.25
25 20 2158 963 4.91 0.73
40 1 474 1656 3.82 1.22
40 10 2607 596 5.32 0.44
40 20 4081 662 6.38 0.49

AgCI0 4  25 1 16430 567 14.40 0.43

25 10 22350 855 18.50 0.65
25 20 27337 981 21.94 0.75
40 1 10259 2342 9.67 1.73

40 10 11714 3732 10.35 2.75
40 20 12985 4578 10.94 3.38

ZrCl4  25 1 15449 123 13.25 0.09
25 10 27901 280 22.49 0.21
25 20 36337 455 28.54 0.35

40 1 - 395 5987 1.13 4.42
40 10 1136 9830 2.01 7.25

40 20 4115 10893 3.86 8.03

VC13 25 1 11982 796 11.37 0.60
25 10 11482 3996 10.76 3.03
25 20 11672 6836 10.61 5.19
40 1 5639 1766 6.51 1.30

40 10 4908 2590 5.72 1.91
40 20 7013 3516 6.78 2.59
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The reason(s) for the observed data scatter are not completely

clear. Pipetting technique was monitored, and this could not account

for the observed large fluctuations since measured volumes were within

3%. Also, there was a protocol of fixed time intervals between each

mixing step, and use of a vortex mixer insured good mixing.

Temperature control was within 2 degrees in the worst cases (bath and

luminometer compartment) and was more typically within 1 degree C.

The Turner luminometer is demonstrably capable of good accuracy.

A further examination of the methods identified several probable

sources of variability, and these are not readily controlled. These

include the following:

- The 8 mm plastic cuvettes (available only from Turner) are

translucent and quite irregular due to moulding imperfections. These

can cause variations of I due to wobble or rotational position in the

luminometer.

- The placement of the small pipetted aliquot (25 microliters) is

difficult to control as one must work fast to minimize temperature

changes. The test droplet may end up on the bottom of the cuvette or

perhaps slightly to the side. This is a significant source of

variability.

- The necessary movements between the temperature bath and the

luminometer compartment may introduce temperature variations.

- Since all of these dosimeters produce metal oxide colloids, the

particle size is a significant variable. Some of the dosimeters

(e.g., Ti(IV)) produced a more turbid mixture. It is likely that

fluctuations in the rate of miing ilalter the eize of colloid

particles and in turn the amount of catalytic surface area; this will
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certainly cause variations in the absolute chemiluminescent intensity

values and may explain why some of the dosimeters appear to be more

reproducible than others.

These results led to a consideration of other methods which would

allow better control of the luminometric geometry. Also, it became

clear that measurements of relative increases of intensity (I/Io) were

preferable to measurements of absolute intensity. A much better

approach to this problem is discussed in the following section.

4.2. Microwave HeatinR Experiments

In the microwave heating experiments, the dosimeter solutions at

5 C were placed in the oven compartment (along with the power

dissipating volumes of water) and allowed to stand for exactly 2

minutes before starting the irradiations. After an irradiation period

of 4 minutes, the power to the magnetron was shut off. Data

collection with the Turner/IBM PS/2 system was started immediately

after placing the cuvette in its position (a 150 mL Berzelius beaker;

always the same beaker) and closing the light baffle, a delay of about

10 s. Data were thus collected before, during and after the

irradiation. Figures 3 through 14 show replicate plots of intensity

versus time for the various dosimeters, and it is seen that this

method yields reproducible results in spite of the limitations

involved in large volume irradiations (7). Appendix I contains the

raw data on which these plots are based. It should be noted that the

appendix contains three replications of each dosimeter; only two are

shown in the figures.

In some of the timecurves the isothermal dosimeter decay rate can
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FIGUR 3 COPPER (11) SULFATE
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FIGURE 4 COBALT (111) FLUORIDE
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FIGURE 5 IRON (i) SULFATE
40

30

H.

Z 20
H
z
M

10

. - --- - - -- - -- - - - -,-- - - -.= -= = ==U= =

0 2 4 6 8 10 12
TIME IN MINUTES

40

30

Z 20

H
M

10

- -""u -- ....

0 j~u-----------uup.---
0 2 4 6 8 10 12

TIME IN MINUTES

139-25



FIGURE 6 IRON (1i) SULFATE
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FIGURE 7 COBALT (11) SULFATE
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FIGURE 8 NICKEL (I1) CHLORIDE
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FIGURE 9 ZIRCONIUM (IV) CHLORIDE
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FIGURE 10 SCANDIUM (I11) CHLORIDE
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FIGURE 11 RUTHENIUM(III)CHLORIDE
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FIGURE 12 NIOBIUM (V) CHLORIDE
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FIGURE 13

SILVER PERCHLORATE HYDRATE
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FIGURE 14 VANADIUM (111) CHLORIDE
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be detected during the initial 2 minute delay period. Different

dosimeters were quite variable in their response to microwave heating.

Table III presents the maximum intensity ratios, I/Io obtained during

the heating period; I is the maximum observed intensity (during

irradiation) and Io is the intensity at the start of the irradiation.

The values in Table III are based on triplicate measurements from

Appendix I.

Three of the dosimeters (niobium(IV). silver(I) and

vanadium(III)) showed virtually no heating effects, and these appear

to be of no use in imaging applications. All three of these have very

low lo values (the plotted values are 100 times the measured values).

and the small step at 2 minutes may be due to corona glow from the

magnetron RF source.

An additional three of the dosimeters showed modest heating

effects. In the order of best to worst, these were nickel(II),

zirconium(IV) and scandium(III).

The dosimeters of copper(II), iron(II) and iron(III) began at

fairly low Io values and attained respectable maxima of I/Io; these

should be usable for imaging dosimetry. It is noted that the iron

dosimeters peaked before 6 minutes, and the I/Io values refer to that

peak. In view of the probable oxidation taking place here, these

appear to be the same dosimeter, i.e., iron(III)l

The dosimeters of cobalt(II) and cobalt(III) are initially very

luminous, but these also yielded usable heating responses. Both of

these were sensitive to dissolved carbon dioxide (see 4.5.), which

raises a suspicion that they might be identica.l, as in the case of the

iron dosimeters; however, if that were true, then the differences seen

in Table III would have to be attributed to a counterion effect.
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TABLE III
Thermal Sensitivities of Various Dosimeters

Source of Metal 1LI0(mx) S.D.

CuC12  35.6 16.7
FeSQ4  7.4 1.1
Fe,(SO4 )3 7.6 1.0
COSO4  6.2 1.3
COF3  12.2 2.9
NiC12  4.4 0.9
ZrCl4  2.6 0.7
SCC1 2.3 0.8
MbC].4  0
AgC1O4  0
VCl , 0

TABLE IV
sonochemiluminescent Effects 25 C

Source of Metal I/Is'- S.D.

SCC13  2.6 0.1
COSO4  2.1 0.1
ZrCl4  1.6 0.1
Fe2 (S04 )3  1.3 0.01
CUC12  1.2 0.03

-From I values immediately before (1Ia) and after applying the acoustic field
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The most luminous dosimeter of all was based on ruthenium(III),

but it is too efficient, causing the luminol to be expended in a

burst. More importantly, it was not very temperature-dependent. Time

ran out before we were able to examine ruthenium(III) under a wider

range of conditions, especially for the case of aged preparations of

solution B (the catalyst becomes more active on standing!), and other

potential candidates such as lead(II) also need to be examined in

future work.

Any attempt at a mathematical modeling of these time/heating

curves is liable to ignore the great potential for complexity in the

reacting 3ystems. Nevertheless, a fairly simple approach developed

here does mimic the observed behaviour of the various dosimeters. The

model begins with a reasonable assumption that the catalyst acts to

decompose hydrogen peroxide to oxygen and water, producing free

radicals in the process. The radicals in turn activate the

chemiluminescence of luminol (3); free radicals are the currently

accepted initiators of this mechanism. All of the luminometers

effervesce fine bubbles of oxygen, and the bubbling rate was most

pronounced in the more luminous dosimeters of cobalt and ruthenium

(the latter behaves anomalously in that the rate of decomposition of

hydrogen peroxide increases with time in solution B).

Owing to the very low catalyst concentration, the radical forming

reaction is expected to be zero-order in hydrogen peroxide and first

order in the effective catalyst concentration; also, this step is

presumed to be the most temperature dependent step in the whole

sequence of reactions. Thus:

H catalyst> R1.22
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From which we write:

t kl[catalyst] 2.dt 1

And, sequentially, the radicals react with the luminol anion:

k2
R" + luminol - > R- + luminol, 3.

This is reasonable since the chemiluminescence is initially

first-order with respect to luminol. Ignoring recombination of

radicals, the rate based on the above is:

dt = -k2 [R,] [luminol] 4.dt

If the latter is a fast radical exchange mechanism, Ea should be

relatively low and k2 relatively insensitive to temperature (compared

with kl). Thus (with acme licensel) the steady state approximation is

applied:

k1 (catalyst] - k2 [R-][luminol-] 0 S.

Or:

[R-] ,, [icatalyst]2 2[luminol_ ]  6

In this expression, the catalyst concentration is constant and the

increase of k2 with temperature tends to compensate the decreasing

concentration of luminol: thus, as a crude approximation the radical

concentration is proportional to kl, and the apparent rate constant

for a first-order decomposition of luminol, i.e., koc klk2, should

reflect the temperature dependence of the radical-forming process.

The rate of decomposition of luminol is thus:

d[luminol dC kC 7.
dt dt
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And we set the chemiluminescent intensity proportional to this rate.

(This is not necessarily a good assumption since some of the metals

may act to quench excitation energy). There are other approaches

which can lead to a similar rate expression. For example, a metal

might remove an electron during a direct interaction with luminol,

then be reoxidized by hydrogen peroxide.

Integration of the rate equation to obtain C as a function of time

must take into account the temperature dependence of k if heating by a

microwave source is taking place:

dc = FEa1t= A oeR C 8.

The value of Ea is probably invariant over the 35 C temperature range

considered in these experiments. In the last equation. T is time

dependent and may be approximated as T = Bt + To, where B is the

heating rate in degrees C/min, t is the elapsed time and To the

temperature at the start of the irradiation. An evaluation of the

reaction rate (thus I/Io) using equation 8 is not straightforward, and

it leads to a complex exponential-integral and logarithmic-integral

treatment since both the Boltzman factor and C are time dependent.

The numerical algorithm of Appendix III achieves the same purpose, and

Figures 15 through 17 show the effects of Ea and Ao on time/heating

curves; these simulations used the actual conditions of the

experiments (the measured heating rate and luminol concentration). It

should be noted that in using .the computer algorithm. Ao values should

be near those predicted by the following equation to =void Myer-or

underflow conditions. This equation applies only to the range of 15<
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FIGURE 15.

The Effect of Time/Heating on I/Io
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Ea <40 kcal/mol, and realistic values for metal oxide catalysts are

probably in the 15 - 20 kcal/mol. range:

0.69 Ea
A = 09.

One must be careful in interpreting these families of curves.

For example, the upper curve of a set (the lowest pre-exponential

factor) actually involves the lowest values of chemiluminescent

intensity. At higher values of Ao (the lower curves) one begins to

see the kind of light pulse associated with the more conventional

forms of luminometry. It should also be noted that the initial rate

of change of I/Io with time/temperature is independent of Ao and

entirely dependent on Ea (the change in T simply alters the value of

the Boltzman factor before C is much decreased). A "best" dosimeter

is thus one with Ao large enough to produce detectable light in the

imaging system and with the highest possible Ea. These conditions

obtain in some of the systems under investigation if irradiation times

are not allowed to exceed 0.5 minutes. Light intensity increments of

50% or more associated with temperature increments of a few degrees

are in fact demonstrated in the data. This should be more than enough

to produce good image contrast in a CCD detector array. Convection

effects might be minimized if the dosimeter were made somewhat more

viscous. Very energetic pulse fluences (as produced in a HPM

generator) would achieve the same effect, and a data sampling

immediately after the applied T-step would circumvent convective

effects.

The theoretical curves of Figure 15 actually resemble the

dosimeters under consider--tion. or -the copper(T) do imeter

produced a variation of I/Io resembling that of the curve next to the
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top in Figure 15, suggesting an Ea of 15 kcal/mol. (a value of about

19 kcal/mol. was measured during the summer program at Brooks APB in

1988). and the dosimeters of cobalt and iron resemble the curve below

that. Concentrated ruthenium(III) dosimeters were similar to the

lower curve of Figure 16 since they were completely extinguished

before much progress into the irradiation (the most concentrated

versions extinguished before the irradiation startedl). Table II did

not predict the actual temperature dependence of the ruthenium(III)

dosimeter, which is relatively low. This dosimeter appears to be

characterized by a large Ao and a relatively low value of Ea.

4.3. Sonochemical Effects

During the last month of this project some attention was focused

on the sonochemical response of a few of the dosimeters, and the

results of these studies are presented in Figures 18 through 29. which

show replicate measurements at beginning temperatures of 5 and 25

degrees C. As in the case of microwave heating experiments,

dosimeters were given a 2 minute delay before the 50 Watt accoustic

irradiation was started. During this initial period the dosimeters

show the characteristic isothermal decay of chemiluminescence. and the

effect is more pronounced at 25 C. The acoustic input power is

sufficient to produce heating on the sample, and the more temperature

sensitive dosimeters show climbing timecurves after the start of

irradiation. In these systems I/Io is defined as the immediate

response on applying sonic power; measured values are collected in

T ble1  Themost inteesi ng result of this set of experiments is

the large I/Io observed for the scandium(III) dosimeter, which does
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FIGURE 18 SCANDIUM (111) CHLORIDE
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FIGURE 19 SCANDIUM (ill) CHLORIDE
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FIGURE 20 COBALT (il) SULFATE
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FIGURE 21 COBALT (11) SULFATE
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FIGURE 22 ZIRCONIUM (IV) CHLORIDE
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FIGURE 23 ZIRCONIUM (IV) CHLORIDE
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FIGURE 24 IRON (111) SULFATE
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FIGURE 25 IRON (111) SULFATE
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FIGURE 26 COPPER SULFATE
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FIGURE 27 COPPER SULFATE
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FIGURE 28 RUTHENIUM (111) CHLORIDE
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FIGURE 29 RUTHENIUM (1i1) CHLORIDE
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not parallel its temperature sensitivity relative to the others. In

view of the small size of this data set, one should have some caution

since the method is very sensitive to any variation of geometry; we

were very careful in attempting to control geometry, but this factor

needs to be more carefully assessed, the trailing edge effects are

also interesting. If scandium(III) dosimeters are intrinsically more

sensitive to acoustic fields than to heating, they might be used to

detect shock wave effects in HPM targets.

4.4. Nmr Studies

A substantial amount of time was spent attempting to detect nmr

CIDNP phenomena (chemically induced dynamic nuclear polarization

effects) in actively chemiluminescing reaction mixtures containing

luninol. There was simply no evidence of this phenomenon. Since

these effects depend on pair-wise interactions of reaction

intermediate free radicals (8), the absence of a CIDNP effect suggests

that luminol radicals, once formed, decompose so rapidly that there is

no time to escape from the cage to allow a pairwise interaction, or

perhaps the polarization is carried away by nitrogen. One major

impediment in this project has been a loss of the nitrogen-15

capability; the broadband probe is still in repair status at this

writing. Nitrogen-15 is a difficult isotope, but the CIDNP effect

can, under some conditions, greatly enhance the signal strength.

4.5. Other Observations

Some of the dosimeters were sensitive to dissolved carbon
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dioxide. Dosimeters of cobalt, vanadium and especially silver (as the

fluoride) were substantially sensitive to this dissolved gas. The

silver fluoride dosimeter produced a five-fold luminosity increase on

bubbling the gas through it. A weaker dependence was seen for the

systems of copper, ruthenium, titanium, scandium and silver (as the

perchlorate). The iron, zirconium, niobium and nickel dosimeters are

apparently indifferent to dissolved carbon dioxide

5. RECOMMENDATIONS

This investigation has shown that aqueous chemiluminescent

dosimeters based on dilute alkaline luminol/hydrogen peroxide/hydrated

metal oxide mixtures are suitable for measuring dose distributions in

target phantoms. The best dosimeters were those using the metal ions

copper(II), cobalt(II) and (III). iron(III) and nickel(II).

Ruthenium(III) proved to be the most active catalyst, but fresh

dosimeters have a low temperature dependence; however. time ran out

before its properties could be examined in aged peroxide solutions. A

continuation of the search for temperature-sensitive catalysts using

the microwave heating method is recommended.

These dosimeters were also sensitive to acoustic irradiations.

The scandiium(III) dosimeter produced the largest acoustic I/Io, which

did not correlate with its relatively low temperature sensitivity. A

following study should re-examine the sonochemical effects reported

here, and if these are confirmed, scandium(III) may be useful for

distinguishing between acoustic and heat deposition effects.

The P.I. would like to continue this research project. With the
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existing stockpile of metal salts and with instrumentation now

available in the lab (especially with modifications which are

appropriate for this kind of problem), a continuation of the work

would not incur great expense and could be supported by local

organized research funds. It is recommended that students enrolling

in the research for credit course (CHEM 499X) be assigned to this

project. The results from such continuing studies would be reported

directly to the interested agency at Brooks AFB (USAFSAM/RZP).
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ENHANCEMENTS TO PC - MAINFRAME INTERFACE FOR DATA ENTRY

by

David R. Cecil

ABSTRACT

The CALC/CALCHD microcomputer based data entry system

developed during my summer 1988 SFRP appointment at Wilford

Hall USAF Medical Center was enhanced and enlarged from a

new-data-only system to a comprehensive system allowing

merging and updating of old data as well as adding new data

in any of three possible ways. The new system, named ALL,

has provisions for: (1.) data entry to be submitted to

Statistical Consulting, (2.) Ridit Analysis and Ridit

Analysis graphing, and (3.) means/standard deviations

analysis of the data with automatic bar graph generation.

All output is saved to floppy diskette for archival purposes

of the researcher using the system. Output can also by saved

to hard disk and/or a time dated printed-copy of the raw

data (or in options (2.) and (3.) the raw or analyzed data

or graphs) can be produced.

Using the hardware talents of Mr. Oscar Valdez, a

graduate student in Electrical Lbgineering at Texas A & I

University hired under this grant, an interface was devised

to enable data from some monitoring equipment to be entered

into the ALL system of programs without the necessity of

manual input. The software handshaking between the

string-generated data of the monitor output and the

spreadsheet required data entry form was also developed.
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I. INTRODUCTION:

My research interests over the past decade have been in

the applied mathematics areas of combinatorics, numerical

methods, graphics, and probability. With the advent of

micro-computers (PCs) I have concentrated on developing

computer software to assist me in these areas. I have also

become aware of the needs of first-time computer users and

have published a book in the area of debugging computer

programs. This year my book "Debugging BASIC Programs" was

translated into Spanish by Paraninfo, SA of Madrid, Spain

and is selling there under the title "Depuracion de

Programas en BASIC".

The Clinical Investigation Directorate at Wilford Hall

Medical Center, located at Lackland AFB conducts research in

a large number of areas. Of mayor interest to me were data

processing/analysis, and simulation/modeling.

I was most interested in ascertaining how much micro-

computers were involved in the data process/analysis area

since PC usage frees up mainframe time and memory, and I was

curious as to whether researchers were being encouraged to

learn to use microcomputers since PCs can be, potentially,

of so much use to them. Finally I wanted to see if

simulation/modeling using microcomputers was desirable &/or

feasible, since large scale processes tax the resources of

even large computers.

II. OBJECTIVES OF THE RESEARCH EFFORT:

The preliminary goals were three-fold: (1.) to create a

merge/update facility for the CALC/CALCHD programs developed

during my summer 1988 SFRP appointment at Wilford Hall USAF

Medical Center, Lackland AFB; (2.) to construct a graphics

component for the CALC/CALCHD programs and develop

informational material on graphs; and (3.) to design a
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hardware/software package to enable data to be entered

directly into the CALC/CALCHD programs without the necessity

of manual input.

Additional goals added during the course of the research

effort were (a. (for Col. John Burgess, Chief of Dental

Research, Department of General Dentistry, the Dunn

Dentistry Center, Lackland AFB)) to include a Ridit Analysis

data entry, computation, and automatic graphing of results

option to the CALC/CALCHD package of programs, and (b. (for

the 1989 Summer Faculty Research Program at CID Analytic

Laboratories of University of Miami, Department of Physical

Chemistry professor J. Drost, and his student J. Rafferty ))
to develop a file consolidation program to use in

conjunction with CALCHD and the database features of CALCHD

imported from SuperCalc. Also to devise a fast file

selection-printing program with current date-time-labeling

features for their use with the file consolidation program

during fall 1989 while at the University of Miami.

III. LARGER DATA SETS AND A MERGE/UPDATE FACILITY:

The original design of CALC/CALCHD used a maximum data

size configuration based on (1.) what was thought to be

typical data set sizes, and (2.) constraints imposed by

using the programs on microcomputers, such as the Zenith

Z100 Series, that have no hard disk drive storage

capabilities. As a consequence, using CALC/CALCD on large

data sets necessitated having to break the data into a

multitude of smaller files each to be run through

CALC/CALCHD and then the totality of these files being

tediously merged while in the VAX environment.

Since the Z100 Series of microcomputers is rapidly being

replaced by the Zenith Z200 Series and since the Air Force

is also acquiring larger and faster AT as well as 386 type

microcomputers, it was decided that the CALC package (for
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microcomputers without hard disk drives) would stay

unchanged while the CALCHD package (HD for hard disk) would

be modified to provide for larger data set sizes.

This modification was accomplished through design changes

to the SuperCalc portion of CALCHD. in addition various

overlay informational screen segments (SCREEN1.OVL and

SCREEN2.OVL) were revised to inform the user of the new

larger sizes CALCHD can now handle.

In addition a merge/update facility was designed to

operate in conjunction with CALCHD, since even for

moderately sized data, many reseachers have only small

chunks of time available for data entry and prefer not to

have to enter all their data at one time. Some C language

file and string manipulation programs, in particular OLDNEW

and OLDNEW1, were developed to facilitate and speed up the

merging process and to provide for saving the resultant

files to either floppy diskette or hard disk drive. An error

detection/correction routine was added in case file names

were found to be non-existent or entered incorrectly.

IV. THE RIDIT ANALYSIS PACKAGE:

Ridit Analysis is widely used in many scientific studies

in the biological and behavioral sciences where a response

variable falls in the borderline between dichotomous

classifications and refined measurement systems. One of the

early users of the technique was the Cornell Automotive

Crash Injury Research Program. Dental researchers use Ridit

Analysis in studies such as occlusal isotope penetration and

marginal fracture vs mechanical properties of Amalgam.

Dunn Dental Research Center at Lackland asked if I would

add a Ridit Analysis procedure to the CALCHD program. Such a

procedure was developed using SuperCalc3 as a nucleus. One

reference set and a maximum of six other data sets (each
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with no more than twenty five (25) observations) can be

compared. Ridit means, standard deviations, and t-values

(with corresponding degrees of freedom indicated) are

computed. The procedure is menu driven with instructions on

usage appearing on the screen. Raw data or calculated t-

values, etc. can be saved.

If desired, a presentation quality graph of the results

can be exhibited on the screen and 35mm slides then

obtained. The screen graph is drawn automatically in Harvard

Graphics using the new macro commands (only available in the

latest version and requiring 640K memory to run). Additional

macros and graphical templates (CHARTD and CHARTE) were

developed to enable the graphs of the Ridit Analysis to

appear without operator assistance. The operator has

complete freedom to modify such graphs (e.g. for different

font selection, other colors, etc.) at any time after the

first graph appears.

V.. THE ALL PROGRAM AND MENU SYSTEM PACKAGE:

Major Bradley and Captain Patterson of the Analytic

Laboratories at CID heard of the CALCHD/HARVARD GRAPHICS

package I had created for Col. Burgess in Dentistry and

asked if I would install a similar system on two of their

microcomputers. For their purposes the Ridit Analysis

procedure was modified so as to calculate means and standard

deviations for a maximum of eight (8) variables, each having

a maximum of twenty (20) observations. These limits were

built in to coordinate with the graphical limitations of

Harvard Graphics (eight (8) graphs maximum).

The resulting system was installed as-is on their fast

Dell microcomputer. The other PC in their laboratories will

be updated to 640K + memor, some time in the future, but for

now the automatic graph construction feature cannot be

utilized, although user generated graphs can be created
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manually. By changing the CONFIG.SYS file both older and

newer versions of Harvard Graphics run (but without macro

graphing capabilities) on this 512K PC.

Thinking that other researchers might also be interested

in the graphical features of CALCHD/HARVARD GRAPHICS, I

decided to create a new menu driven comprehensive system

with a variety of features that could be mixed and matched

to the specific desires and needs of a researcher.

The new system is called ALL. The main menu consists of

three options: (A.) data entry to be submitted to

Statistical Consulting, (B.) means/standard deviations and,

if desired, a graph of the means, and (C.) Ridit Analysis

and, if desired, a graph of the Ridit means.

Help is always only a keystroke away. New data sets can

be entered, or old data sets (previously saved to diskette)

can be entered and new data added. Raw data and/or (in

options B. and C.) calculated data is saved to hard disk

and, optionally, to diskette with either a default file name

or a user-defined file name. Hard copy of raw and/or (for B.

and C.) calculated data can be obtained with current time

and date appearing along with any file description desired.

(This date-time-labeling procedure came about as a result of

the file consolidation request of Dr. Drost, discussed in

the next section.)

VI. THE FILE CONSOLIDATION PROGRAMS:

Dr. Drost of the University of Miami requested a file

consolidation program to use in conjunction with my CALCHD

system. He, along with his student John Rafferty, compiled

an enormous number of data sets during his sumer 1989

Faculty Research Program at CID. It was important for each

data set to be run using my CALCHD system, but also

desirable to be able to extract from each data set only
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those observations that satisfied certain constraints. Dr.

Drost wondered if CALCHD could somehow automatically create

data sets consisting only of those observations satisfying

the constraints; and then combine selected ones of these

data sets into one large consolidated file.

Using the database features of CALCHD imported from

SuperCalc3, I instructed the two gentlemen in the procedures

needed to be taken to select only data satisfying certain

desired characteristics. This can't be programmed since the

number of possible sets of characteristics that the two men

might be inter:ested in is too large for any kind of

manageable menuing system that might be built into a

computer program.

I did write a series of program files (FIRST, CLEANUP,

and DOIT) that, taken together, allow a researcher to

selectively view, &/or choose &/or not include data sets for

consolidation into a new file. This series of programs can

also be used to selectively create a new file from old

files; whether the original files were data sets, or program

files, or strings, or any combination of these.

VII. THE HARDWARE/SOFTWARE DIRECT ENTRY PACKAGE:

In order to develop the electronics portion of a

hardware/software system capable of directly entering data

into CALCHD without the necessity of manual input, I needed

someone with a E.E. microprocessor backgrond. Part of the

money for this grant was used to employ (for one-quarter

time during the Fall 1989 Semester) an Electrical

Engineering graduate student at Texas A & I University. The

f L.% of tC.-he Department of Electrical Engineering and

Computer Science recommended Mr. Oscar Valdez, one of their

outstanding students. Mr. Valdez was subsequently hired to

study, design, and implement an interface between the

patient monitoring equipment in Veterinary Surgery at CID
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and an AT clone microcomputer.

Mr. Valdez conferred with Sgt. Jarred Ross and Dr.

William Ehler at CID during June 1989, before his employment

began, in order to assimilate the product requirements of

the monitoring equipment and of the microcomputer chosen to

be used (a Zenith 248 AT class machine). During the 1989

fall semester Mr. Valdez postulated various design

configuration theories. Best interface design options,

whether to construct new hardware or enhance commercially

available equipment, and what language to handshake the

hardware interface to the software CALCHD program system

were debated.

Progress was not as swift as I had hoped for. Mr. Valdez

also had, unknown to me until November, a grant from NASA

for the fall semester.

It was finally decided to purchase a commercially

available interface and design arornd it. This interface is

not a stock item but, rather, is built to specifications

when ordered. Unfortunately this interface will not be ready

until late January 1989. At that time Mr. Valdez and I will,

at no further cost to the grant, install the interface in

Veterinary Surgery at CID, Lackland AFB. We will have the

automatic data entry system working as soon as possible. I

sincerely regret the delay in finishing this part of my

grant.

VIII. RECOMMENDATIONS:

The enhanced version of my CALC/CALCHD programs, now
called ALL, -being used atCID and at Dunn Dentistry.

Other researchers will probably also use ALL since it will

be available through Dr. Butzin in Statistical Consulting at

CYD.

140-10



Follow-up research to this grant might take a variety of

paths. I have three areas in particular that I think would

produce interesting and useful reslts.

(1.) Coordinate the use of the ALL system with some

microcomputer based statistical package such as Microstat

(which is available at several sites at Wilford Hall and

Lackland) or SOLO. This would be useful for the generation

of elementary statistics from the data sets entered into ALL

and/or CALCHD. I do not suggest that any elaborate

microcomputer software package be used with ALL/CALCHD since

more involved statistical analysis is best left to

Statistical Consulting and to the capabilities of the SPSS

package on the VAX.

(2.) If future data sets exceed the current capacity

constraints imposed on ALL by SuperCalc3 (26 variables by

500 patients, or 66 variables by 164 patients, or 127

variables by 30 patients) then a revision of ALL using

version 5 of SuperCalc or using one of the more powerful

spreadsheet programs such aF Excel or Quattro Pro would be

in order. These other programs allow for the use of extended

and/or expanded memory.

(3.) The use of a handy scanner, in conjunction with

optical character recognition software, might provide

another method of automatic data entry. This is not feasible

for the monitoring requirements mentioned in section VII.,

since accurate timed data entry is required there. Bu'. for

hand-entered numerical data sets submitted to Statistical

Consulting optical scanning would save an enormous amount of

data entry time. Unfortunately, commercially available

optical scanning software can only recognize, with

approximately 95% accuracy, non-proportional typewritten
text.. Sot"a J- heed tbe developed that could

recognize hand-scribed numbers.
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I. SUMMARY

The investigations outlined in this proposal have been designed to expand

on the studies conducted at the Wilford Hall Medical Center in cooperation with

the Clinical Investigative Facility (CIF). This project successfully estab-

lished the surgical and neuropathologic techniques required to effectively

evaluate alterations in blood-brain barrier (BBB) permeability using micromolec-

ular tracers. However, due to the high degree of morphologic integrity of the

rat BBB the investigators were unable to establish a dose/response relationship

between increased partial pressures of oxygen and increased BBB permeability in

that animal. Preliminary observations in other laboratory species (rabbit and

guinea pig) indicated that alterations in BBB permeability subsequent to

increased inspired partial pressures of oxygen did occur and these observations

provided the basis for the present project.

The objectives of these studies were three-fold:

Objective One: To determine if a dose/response relationship between oxygen

partial pressure and increased BBB permeability could be effectively established

in several laboratory animal species.

Objective Two: To comparatively examine the effect of increased partial

pressures of oxygen on BBB permeability in several laboratory species-rabbit,

mouse, rat and guinea pig.

Objective Three: To study the direct effects of increased partial pressures

of oxygen on the cellular components of an in vitro organotypic explant tissue

culture system of hamster brain.

The animals were divided into one control group and three experimental

groups with each experimental group having three different exposure times. All
experimetal groups breathed 1O6 oxygen for the spec-fid 4es4-- _ pressures

as follows:
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Oxygen Exposures

Pressure (ATA) Times

1.0 (760 mmHg) 6.0 hrs 12.0 hrs 24.0 hrs

2.0 (1520 mmHg) 60 min 120 min 180 min

3.0 (2280 mmHg) 30 min 60 min 120 min

Within each of the species studied air controls were subjected to the same

procedures as the experimental groups with the exception of being exposed to

increased partial pressures of oxygen.

The guinea pig and mouse-rat were concluded to be the most resistant with

the guinea pig having the most clear cut point (prominence of dye staining of

tissue) at which breakdown occurred. The rabbit was concluded to be the most

susceptible of the group since all groups subjected to hyperbaric oxygen had

some evidence of BBB disruption as indicated by dye penetration. In addition,

the effect of the different hyperbaric pressures used were quite difficult to

evaluate in this species because of the lack of clear-cut differences between

the control and experimental CNS tissue of animals examined.

Although only lit.aited numbers of cultures were used in this preliminary

study, it appeared that the susceptibility of myelin to 3.0 ATA was equal to, or

even possibly greater than, that detected following exposure to 6.0 ATA of pres-

sure and was detectable after 24 hours. In contrast, there was essentially no

difference between general explant growth and neurons (cell bodies and pro-

cesses) after 24 hours. After 72 hours the degeneration of myelin was essen-

tially the same and explants were slightly more granular than after 24 hours. In

contrast to the results after 24 hours, at 72 hours neurons had degeneration of

cell bodies and processes. Further, compared to cultures exposed to 6.0 ATA of

pressure to those exposed to 3.0 ATA for 72 hours, general explant integrity was

much less affected.
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Reasons for the differences in susceptibility of the BBB to hyperbaric oxy-

gen pressures among the different species could not be expiained based on the

work conducted to date. However, further investigation of the mechanisms

involved in the differences encountered could contribute valuable insight into

the function of the BBB, and Is considered to be warranted. In addition, the

exact mechanisms by which pressure and oxygen are Involved in causing degener-

ation of the glial tissue, myelin sheaths and neurons in tissue culture explants

of hamster brain could not be determined, but further pursuit of their identifi-

cation would represent a very fertile area for future investigation.
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II. INTRODUCTION

The studies outlined in this report were designed to expand on investiga-

tions conducted at the Wilford Hall Medical Center in cooperation with the Clin-

ical Investigative Facility (CIF). The overall objective of the initial research

project was to examine, on a preliminary basis, the effect of increased partial

pressures of oxygen on the blood-brain barrier (BBB) in the rat. Preliminary

observations, previously carried out, noted an increase in the permeability of

the BBB with HBO in the rabbit (Ehler, unpublished observations, Chambi, unpub-

lished observation).

In brief review of this project the investigators successfully established

the surgical procedures required to chronically implant jugular catheters in the

rat so that multiple samplings and injections could be performed (Addendum A).

Also developed were the neuropathologic techniques to quickly and accurately

evaluate alterations in BBB permeability in a large number of animals (Addendum

B). The final objective, which was to establish a dose/response relationship

between oxygen partial pressure and an increase in BBB permeability in the rat,

was not achieved. After being exposed to 100% oxygen at 3.0 atmospheres abso-

lute (ATA) for a total of 21G minutes no appreciable breakdown of the BBB was

recorded with Trypan blue or the micromolecular tracer, sodium flourescein

(NaFl).

Our preliminary studies zevealed that a dose/response relationship could not

be established because of the unfortunate choice of the rat as the experimental

model. The majority of studies conducted to date utilizing rats as a BBB model

system focussed on permeability changes induced by mechanical factors such as

bubbles or emboli. However, none of the past investigations examined the effect

of increased partial pressures of oxygen on the BBB of the rat. Due to the

resistance of the rat BBB to oxygen, it appeared essential to examine on a very

preliminary basis, the differences in sensitivity to hyperbaric oxygen (HBO)
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between .everal other species of laboratory animals.

These preliminary observations indicated that in both rabbits and guinea

pigs, there was an Increase in BBB permeability when exposed to 100% oxygen at

3.0 ATA for a total of 90 minutes. There was a definite increase in permeabil-

ity in the cerebrum that included the cortex, neostriatum, thalamus and per-

iaqueductal areas. In addition, the cerebellar cortex had comparable staining.

In the case of the guinea pig, it was found that animals exposed to 100% oxygen

at 3.0 ATA for 30 minutes showed a definite increase in permeability in the cor-

tex, while animals exposed to 100% oxygen at 2.0 ATA for 60 minutes, showed a

minimal amount of staining.

These results suggested a significant difference in the susceptibility of

the BBB between these species. It also demonstrated that the permeability of

the BBB in the guinea pig could be altered by HBO and presented the possibility

of establishing a dose/response relationship between oxygen partial pressure and

BBB permeability.

Based on these preliminary observations the following objectives were pro-

posed as a continuation and expansion of the Summer Faculty Research Program.

The objectives of the proposed studies were three-fold:

Objective One: To determine if a dose/response relationship between oxygen

partial pressure and increased BBB permeability could be effectively established

in se:'eral laboratory animal species.

Objective Two: To comparatively examine the effect of increased partial

pressures of oxygen on BBB permeability in several laboratory species-rabbit,

mouse, rat and guinea pig.

Objective Three: To study the direct effects of increased partial pressures

of oxygen on the cellular components of an in vitro organotypic expiant tissue

culture system of hamster brain.
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III. BACKGROUND

Investigations which first revealed the presence of a diffusion barrier

between the vascular compartment and the brain were first published by Ehrlich

in 1885 (5). Ehrlich systemically injected vital dyes into laboratory animals

and noted that the dyes were taken up by virtually all organs of the body with

the exception of the brain. However, Ehrlich did not interpret his results in

the context of a barrier, but did comment that the brain probably did not con-

tain the necessary chemical constituents to absorb the dye. Approximately 30

years later Goldmann conducted additional experimentation which amplified Ehr-

lichs' work and subsequently hypothesized the existence of a blood-brain barrier

(6). Over the period of the next 50 years several controversies developed as to

the nature and location of the barrier. In the early 1960's the controversies

were basically put to rest with the acceptance of two distinct barrier systems--

-the BBB and the blood-CSF barrier. The BBB is found at the majority of the

capillaries and the blood-CSF barrier is localized at the small number of capil-

laries perfusing the choroid plexus and other circumventricular organs (2).

Studies in the late 1960's established that the barrier phenomenon is comprised

of the endothelial tight Junctions and the paucity of pinocytosis or fenestra-

tions in the CNS endothelial lining (3, 15).

With the establishment of the basic nature of the barrier, investigators

began focusing attention on quantifying and characterizing the role played by

BBB nutrient transport in the regulation of brain metabolism. These investiga-

tions expanded to studies'aimed at determining the nature of compounds that are

able and unable to pass through the barrier, characterization of disease pro-

cesses which alter the barrier, selective alteration of the barrier, and a mul-

Lt tU A. tudies establ ishIng the physical and chemaical pazrimteis of the BBB.

Several of these investigations addressed barrier alterations under hyperbaric

conditions. These included alterations induced by increased pressure (4), decom-
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pression sickness (3,4), gas embolism (9, 11, 12), and increased partial pres-

sures of oxygen (10, 14, 18). While the majority of the published studies indi-

cate an increase in BBB permeability due to increased inspired partial pressure

of oxygen there is still some controversy in the literature (1, 7). Standard

medical thinking dictates that this "breakdown" would be detrimental to the

patient or subject. However, due to the fact that thousands of hyperbaric oxygen

treatments have been conducted without a noticeable detrimental effect, the

nature of the "breakdown" must be questioned. Is the induced alteration spe-

cific or nonspecific? Is it selective or nonselective? Do extended periods of

oxygenation under normobaric or hypobaric conditions (ie. four hours of deni-

trogenation required prior to an astronaut going extra-vehicular in space) alter

the permeability of the BBB? Alterations of the BBB under the conditions of

increased partial pressures of oxygen could have far-reaching implications in

such areas as the treatment of neurological diseases, drug delivery, and in the

treatment of acquired immunodeficiency syndrome (AIDS). The U.S. Air Force has

become a recognized leader in the use of HBO therapy for a variety of medical

disorders, as well as extensively using oxygen to enhance operational effective-

ness. It is easily conceivable that the characterization of BBB alterations due

to increased partial pressures of oxygen would accelerate the utilization of HBO

therapy in returning injured personnel to active duty status as well as increas-

ing operational effectiveness.
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IV. MAT ERIALS AND METHODS

a. MiuromolecularDye Studies. In thit series o2 vxperlentL the rAcrmoe-

lecular dye sodium flourscein (NaFI) was used aE in indicator of BOB permeabil-

ity. These experiments were designed to determine the feasibility of establish-

ing a dose/response relationship between oxygen partial pressure, exposure time

in the mouse, guinea pig and rat (Objective One). These stedies also allowed

for the comparative evaluation of BBB alterations between several laboratory

species (Objective Two).

The animals were divided into one control group and three experimental

groups with the experimental groups having three different exposure times. All

experimental groups will breathe 100% oxygen for the specified time and pres-

sure.

All animals were anesthetized with Nembutal (30 mg/Kg, IP) before any sur-

gery was performed such as placement of indwelling catheters. At the time of

sacrifice, they were again anesthetized as before and the chest was opened. A

canula was placed in the left ventricle and an opening was made in the right

ventricle. A 10% buffered formalin infusion was begun in the left ventricle,

replacing the blood in the entire body. Care was taken to avoid a high hydros-

tatic pressure to avoid a mechanical alteration of the anatomical structure of

the brain capillaries. Care also was taken to assure that the brain receiveA

adequate formalin perfusion, not only to assure fixation, but to wash out ;ly

fluorescein which might remain in the blood within the capillaries. Preliminary

studies showed that t .ks procedure did not wash out fluorescein which already

had crossed the BBB.

The skull then was opened and the brain carefully removed intact except for

the pituitary gland which remained in the sella turcica. Each brain then was

sectioned coronally into 0.5 to 1.0 cm slices and placed in order on a strip of

black plexiglass. They were then placed under the UV light and were photogra-
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phed vith color film in a derk room.

A veterinary neuroanatomtst evaluated each slidey bli~tded as to protocol,

using a tradiag system that involved the assigning of a numerical value of 0.5

to 4.0 to the degree of staining intensity detected in the various parts of the

brain examined. The assigned scores were totaled and a final score was given to

each animal. The degree of dyc penetration into the various parts of the cere-

bral cortex was recorded separately so tbat a more corticai evaluation of this

part of the central nervous system could be made. This evaluation involved

determining whether penetration involved: 1) meninges and underlying cortex, 2)

full width cortex (deep involvement) and, 3) whether primary cortical involve-

ment was dorsally or ventrally located in the cerebral hemisphere.

Areas of the brain that were evaluated included the following: meninges and

penetration of underlying areas (eg. olfactory bulb, cerebral cortex and ventral

brain); frontal lobe (including cortex); parietal lobe (including cortex);

occipital lobe (including cortex); temporal lobe (including cortex); caudate

nucleus; septum; pre-optic area; thalamus; hypothalamus; mammillary body; hippo-

campus; infundibulum; anterior colliculus; posterior colliculus; pons; cerebel-

lum and medulla oblongata.

In addition to the above described flourescein dye experiments, four animals

subjected to Inspired oxygen partial pressures causing significant alterations

in BBB permeability were euthanatized immediatedly following exposure and per-

fused with 10% buffered formalin for microscopic examination. The brains were

sectioned coronally at representative levels, stained with hematoxylin and eosin

stain and examined using conventional light microscopy for lesions.

When necessary animals were surgically instrumented with an indwelling jug-

ular vein catheter according to the procedure detailed in Addendum A. All ani-

mals were allowed a recovery time of at least 24-48 hours after surgery before

being included in an experimental group. Following recovery from surgery the

141-10



animals were subjected to the appropriate hyperbaric oxygen exposure as follows:

Oxygen Exposures

Pressure (ATA) Times

1.0 (760 mmHg) 6.0 hrs 12.0 hrs 24.0 hrs

2.0 (1520 mmHg) 60 min 120 min 180 min

3.0 (2280 mmHg) 30 min 60 min 120 min

Within each of the species studied, air controls were subjected to the same

procedures as the experimental groups with the exception of being exposed to

increased partial pressures of oxygen. In addition, extensive controls were run

to determine if the surgical manipulations used to implant the jugular catheters

resulted in any significant alterations in BBB permeability.

Immediately upon the decompression of all animals, NaFl (10%) was injected

(1.0 ml/kg body weight) via the indwelling catheter or the femoral vein. Upon

completion of the infusion the tracer was allowed to circulate for 15 minutes.

The animals were then be anesthetized, the chest cavity opened, and the dye

flushed from the vascular compartment by intracardic perfusion using the proce-

dure described above.

b. Explant Tissue Culture Studies. Neonatal offspring from a colony of

disease-free Syrian hamsters, supplied by Charles River Breeding Laboratories

and maintained locally in isolation, were used for preparation of explant cul-

tures. The basic methods for culture preparation and examination was the same

as that previously described (16, 17). Briefly, the procedure involved growing

explants (1 mm3) prepared from neonatal hamster brain on coverslips. Mature

cultural components include neurons with myelin sheaths and functional synapses,

oligodendroglia, astrocytes and microglia. Cultures were examined by light

microscopy in the living state and following special staining or impregnation
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for myelin sheaths, neurons, and neuroglia. Cultures subjected to hyperbaric

conditions were maintained in tubes (with cloth filter caps) or in plastic tis-

sue chambers which allowed for the uniform equilibration of the pressure and the

gas mixture being employed.

The elevated carbon dioxide pressure was employed to maintain optimal

medium pH aMd tissue culture growth.

The control cultures grown at 1.0 ATA were compared to cultures grown at

3.0 ATA and 6.0 ATA according to the following protocol:

Oxygen Exposures

Pressure Oxygen Carbon Dioxide

ATA (mmHg) %, (mmHg) %, (mmHg)

1.0, (760)* 21, (160) 2-5, (15-38)

3.0, (2280) 98-95, (2234-2166) 2-5, (46-114)

6.0, (4560) 98-95, (4469-4332) 2-5, (91-228)

* The remainder of this mixture was comprised of nitrogen.

Hyperbaric Oxygen Administration. Hyperbaric oxygen was administered in a

steel chamber which could treat up to 16 animals simultaneously. It contained

an environmental control system which removed carbon dioxide, and allowed the

delivery of any partial pressure of oxygen desired.

Animals were placed in the chamber and the door sealed. The chamber then

was pressurized with the desired gas mixture and flushed for 5 minutes to assure

removal of the air which was in the chamber when the door was sealed. Tempera-

ture was maintained at 22 degrees C, throughout the exposure.

When tissue cultures were exposed, the same basic procedure was followed,

except that the chamber temperature was elevated to 37 degrees C, which was the

standard temperature for tissue culture. Care also was taken to avoid dehydra-
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tion of the cultures by maintaining a saturated condition in the chamber.
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V. RESULTS

A. Animals exposed to hyperbaric oxygen pressures and subsequently given

fluorescein dye intravenously. The scoring of the photographs taken of the

brains of the experimental animals examined, and t.he hyperbaric pressures to

which they were subjected, are given In the following tables.

TABLE 2. LABORATORY SPECIES-MOUSE

Cerebral Cortical Evaluation

Meninges
and Dorsal

Underlying Deep Ventral Hyperbaric
Animal Cortex Cortex Cortex Oxygen
Number Score Affected Affected Affected Exposure

219 19.25 + - 2,V Control
220 10.25 + - D Control
221 25.25 + - D,V Control
222 8,s0 +,- - b Control

217 12.00 + D,V 1.0 ATA, 6.0 hrs.
217A 13.25 + + jV 1.0 ATA, 6.0 hrs.
218 6.25 + - D 1.0 ATA, 6.0 hrs.
215 11.75 +,- - .,V 1.0 ATA, 12 hrs.
216 13.50 + - D, 1.0 ATA, 12 hrs.
213 19.00 + + D,V 1.0 ATA, 24 hrs.
214 19.00 + - BV 1.0 ATA, 24 hrs.

203 23.50 + + D 2.0 ATA, 60 min.
204 12.00 + - 2,V 2.0 ATA, 60 min.
201 9.50 + - D 2.0 ATA, 120 rin.
202 5.50 + - D 2.0 ATA, 120 rin.
205 23.50 f - D,V 2.0 ATA, 180 min.

211 36.00 + + DV 3.0 ATA, 30 min.
212 32.25 + - D,V 3.0 ATA, 30 min.
210 43.50 + + D,V 3.0 ATA, 30 min.

- Dorsal cortex most prominently affected
Ventral cortex most prominently affected
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TABLE 3. LABORATORY SPECIES-GUINEA PIG

Cerebral Cortical Evaluation

Meninges
and Dorsal

Underlying Deep Ventral Hyperbaric
Animal Cortex Cortex Cortex Oxygen
Number Score Affected Affected Affected Exposure

304 8.00 + - D,V Control
313 7.00 + - D Control

318 8.75 + - D 1.0 ATA, 6.0 hrs.
319 10.75 + - D,V 1.0 ATA, 6.0 hrs.
316 10.50 - - - 1.0 ATA, 12 hrs.
317 9.00 - - - 1.0 ATA, 12 hrs.
320 22.00 + + D 1.0 ATA, 24 hrs.
321 41.75 + + D 1.0 ATA, 24 hrs.

309 15.00 - - - 2.0 ATA, 60 min.
310 11.00 +,- - V 2.0 ATA, 60 min.
311 13.75 + - D,V 2.0 ATA, 120 min.
312 7.00 + - V 2.0 ATA, 120 min.
314 20.25 + + ,V 2.0 ATA: 180 min.
315 1.00 - - - 2.0 ATA, 180 aln.

301 4.75 + - D,V 3.0 ATA, 30 min.
302 6.75 +,- - D 3.0 ATA, 30 min.
307 2.00 - - 3.0 ATA, 60 min.
308 4.00 - - - 3.0 ATA, 60 min.
305 10.75 D,- - D 3.0 ATA, 120 min.
306 8.75 +,- - D 3.0 ATA, 120 min.

- Dorsal cortex most prominently affected
- Ventral cortex most prominently affected
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TABLE 4. LABORATORY SPECIES-RABBIT

Cerebral Cortical Evaluation

Meninges
and Dorsal

Underlying Deep Ventral Hyperbaric
Animal Cortex Cortex Cortex Oxygen
Number Score Affected Affected Affected Exposure

403 51.10 - + D Control
404 51.50 - + D Control

415 66.78 - + D 1.0 ATA, 6.0 hrs.
416 54.82 - + D,V 1.0 ATA, 6.0 hrs.
413 31.50 - + D 1.0 ATA, 12 hrs.
414 58.50 - + D,V 1.0 ATA, 12 hrs.
417 45.00 - + 3,V 1.0 ATA, 24 hrs.
418 49.00 - + f,V 1.0 ATA, 24 hrs.

411 49.75 - + D 2.0 ATA, 60 min.
41.2 33.50 - + D 2.0 ATA, 60 min.
401 25.00 - + D 2.0 ATA, 120 min.
402 48.25 - + D 2.0 ATA, 120 min.
419 45.85 - + D 2.0 ATA, 180 min.
420 48.50 - + D,V 2.0 ATA, 180 min.

405 38.70 - + D 3.0 ATA, 30 min.
406 39.93 - + D 3.0 ATA, 30 min.
407 47.00 - + D 3.0 ATA, 60 min.
408 60.75 - + D 3.0 ATA, 60 min.
409 50.00 - + D 3.0 ATA, 120 min.
410 74.37 - + D 3.0 ATA, 120 min.

- Dorsal cortex most prominently affected
V - Ventral cortex most prominently affected

Controls were run with each of the species stu ed. These controls were

maintained under the same conditions as the experimental animals and subject. d

to the identical experimental conditionc prior to evaluation of BBB permeabil-

ity. It was determined that within tie experimental parameters there was no

significant alteration within the control group when compared with the exper-

imental groups. Should any alterations iP BBJ permeability be the result of

conditions other than increased oxygen tension it was considered that these con-

ditions were uniform among all experimental and control animals.
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Surgical implantation of chronic jugular catheters was only used in the rat

and it was determined that the procedure presented in Addendum A did not trigger

any significant alterations in BBB permeability in this species.

Of the species studied, the most distinct differences were detected with the

guinea pig. The majority of the brains of these animals were essentially neqa-

tive with the few positive ones (animals numbers 314, 320, 321) being promi-

nently stained. Areas of intense staining (not necessarily all areas present in

each animal) included the deep cerebral cortex of the frontal, parietal, and

occipital lobes; temporal cerebral cortex; thalamus; anterior colliculus; teg-

mentum; cerebellum and medulla obiongata.

The mouse and rabbit groups were the most difficult to evaluate. With the

mouse species the majority had cortical penetration from the meninges with none

of them having the degree of deep staining prominence that was seen in the posi-

tive guinea pigs and many of the rabbits. Also, staining with the mouse group

was usually characterized by varying shades of green-yellow, while in the other

two groups positive staining was more prominent, and often yellow, orange-yellow

or dark brown in color.

The problem with the rabbit group was that they all had varying degrees of

rather prominent staining and the scores reflected this result. It was con-

cluded that scme of the brain tissue (eg. various nuclei of the brain) may have

autofluoresced although the common deep staining of the cerebral cortex of most

animals was difficult to explain.

B. Animals exposed to hyperbaric oxygen pressures and subsequently examined

microscopically for lesions. No lesions were detected in the animals subjected

to partial pressures of oxygen resulting in BBB alterations and examined immedi-

ately following exposure by conventional light microscopy.

C. Effect of Hyperbaric Oxygen on Myelinated Explant Cultures of Hamster

Cerebellum. Preliminary studies were made to determine the effect of different
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hyperbaric oxygen pressures on myelinated explant cultures of hamster cerebellum

in order to definitively determine the effects on the components of central ner-

vous tissue by eliminating the various influences that would be present in the

intact animal. The studies completed to date should be considered preliminary

in nature, but at the same time should be considered of potential significance

in that they definitely suggest that further investigative efforts are war-

ranted.

The results of myelinated explant tissue cultures which were exposed to two

different hyperbaric oxygen pressures (3.0 and 6.0 ATA) as detailed above under

Materials and Methods, were as follows:

a. Cultures exposed to hyperbaric oxygen at 6 ATA. After 24 hours, living

cultures exposed to hyperbaric oxygen were more granular, particularly in the

explant proper, with minor differences in the outgrowth surrounding the explants

when compared with the controls. There was also a significantly a greater

degree of myelin degeneration in the hyperbaric oxygen exposed cultures than in

the controls. Myelin lesions consisted of undulations and focal outpouc ng of

the sheath. Also, in contrast to the controls, there was an increase in the

amount of myelin debris in some experimental cultures. The neurons of these

cultures, as evaluated following silver impregnation, had changes that ranged

from mild degeneration to reduction or loss of neuronal cell bodies in some

instances. Mild degeneration of neuronal cell processes (consisting of slight

beading and fraying, to reduction in length) also occurred.

Seventy-two hours following hyperbaric oxygen exposure, the living cultures

were, in general, more granular, particularly in the explant proper, with less

differences in the outgrowth, although some increased granularity in this area

was also detected in some instances. Myelin was reduced in amount in experimen-

tal cultures and of the myelin remaining there was evidence of an increased

degree of degeneration as seen by the irregularity of the sheath and free myelin
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debris. Experimental cultures impregnated for the evaluation of neuronal cell

bodies and axons had in all instances a loss of tissue in the center of the

explant and, thus, it was not possible to evaluated neuronal cell bodies that

are generally located within this area of the explant. Explants did have

detectable evidence of axonal degeneration or loss, at the edge of the areas of

tissue losb nf some explants, although intact axons were still detectable in

some instances.

b. Cultures Exposed to Hyperbaric Oxygen at 3.0 ATA. Twenty-four hours

following hyperbaric treatment living explant cultures were either not notice-

ably different or were only slightly more granular than the controls. Also,

there was essentially no difference between the hyperbaric oxygen treated and

the control cultures with regard to the outgrowth surrounding the explants.

Myelin was, however, essentially absent in experimental cultures. One explant

had one small strand of degenerated myelin that was very thin. Examination of

silver impregnated cultures for neurons revealed that there were no dramatic

differences between the experimental and control cultures after 24 hours post-

exposure.

Seventy-two hours post-exposure, the changes involving myelin as detected in

living cultures were essentially the same as after 24 hours. The central

aspects of the cultures were slightly more granular than the controls with

little difference in the outgrowth. In addition, foci of beating ependymal

cilia were also detected in two of the experimental explants. There was defini-

tely a reduction (total or almost complete absence) in the.amount of myelin in

the experimental cultures when compared with the controls. Evidence of undula-

tions of still intact myelin sheaths and myelin debris was also detected in hyp-

erbaric treated cultures. Following silver impregnation, experimental cultures

had evidence of degeneration of neuronal cell bodies and axons when compared to

the controls. Although some explants had minor granularity, they were sui'
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intact and were not as severely altered as cultures exposed to hyperbaric oxygen

at 6.0 ATA, in which the central portion was completely missing as a result of

degeneration.
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VI. DISCUSSION

The existence of the BBB has long been viewed with mixed feelings by the

medical community. This intrinsic barrier has been considered to be the major

protective barrier of the central nervous sy, em (CNS) which is responsible for

the selective filtering of nutrients and metabolites required for maximal neural

cell function and for the exclusion of harmrul or unnecessary substances. Unfor-

tunately, in certain disease and pathological conditions the same characteris-

tics which make it an effective barrier become a nemesis in the subsequent

treatment of many bacterial infections and neurological disorders becausp it

excludes many antibiotics and other drugs from the brain parenchy~aa clis3icp

medical thinking dictates that a breakdown of the BBB is detrimeaeal to oraiz.

homeostasis. However, if in fact, the permeability of the BBB c ejiiltfic~ntl

altered by clinically accepted levels of hyperbaric oxygen, this 9enora'!t> may

not be true in all, cases.

This investigation provided valuable insight into the effects of hyperbaric

oxygen: 1) on the BBB of several laboratory species, and 2), on specific compo-

nents of the central nervous system by using an explant tissue culture model of

hamster brain.

Hyperbaric oxygen studies (using a variety of pressure regimens) indicated

that definite differences in susceptibility to breakdown of the BBB occurred

between the guinea pig, mouse-rat, and rabbit. The guinea pig and mouse-rat

were concluded to be the most resistant with the guinea pig having the most

clear cut point (prominence of dye staining of tissue) at which breakdown

occurred. The rabbit was concluded to be the most susceptible of the group

since all groups subjected to hyperbaric oxygen had some evidence of BBB disrup-

tion as indicated by dye penetration. In addition, the effect of the different

hyperbaric pressures used were quite difficult to evaluate in this species

because of the lack of clear-cut differences between the control and experimen-
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tal CNS tissue of animals examined.

Reasons for the differences in susceptibility of the BBB to hyperbaric oxy-

clon pressures among the different species could not be explained based on the

work conducted to date. However, further investigation of the mechanisms

involved in the differences encountered could contribute valuable insight into

the function of the BBB, and is considered to be warranted.

The absence of lesions in the brains of animals that were examined by light

microscopy immediately following exposure to hyperbaric oxygen treatment were

concluded to be due to the lack of sufficiently high inspired partial pressures

of oxygen and/or an insufficient time period between exposure and euthanasia of

experimental animals to permit morphologic alterations of affected components to

develop.

Preliminary results of hyperbaric oxygen effects on the components of the

central nervous system in vitro were fairly distinct. At 6.0 ATA of pressures

there was degeneration of both the explant, myelin sheaths and neurons (cell

bodies and processes). Explant and myelin sheath lesions were detectable as

early as 24 hours post-exposure while there was mild degeneration of neurons

themselves. After 72 hours, explant degeneration was more severe in experimen-

tal cultures. Demyelination and degeneration of neuronal cell processes were

also detected. Evaluation of neuronal cell bodies was not possible because of

loss of the central parts of the experimental explants (due to degeneration)

following processing for silver impregnation.

Although only limited numbers of cultures were used in this preliminary

study, it appeared that the susceptibility of myelin to 3.0 ATA was equal to, or

even possibly greatex than, that detected following exposure to 6.0 ATA of pres-

sure and was detectable after 24 hours. In contrast, there was essentially no

difference between general explant growth and neurons (cell bodies and pro-

cesses) after 24 hours. After 72 hours the degeneration of myelin was essen-
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tially the same and explants were slightly more granular than after 24 hours. In

contrast to the results after 24 hours, at 72 hours neurons had degeneration of

cell bodies and processes. Further, compared to cultures exposed to 6.0 ATA of

pressure to those exposed to 3.0 ATA for 72 hours, general explant integrity was

much less affected.

The exact mechanisms by which pressure and oxygen are involved in causing

degeneration of the glial tissue, myelin sheaths and neurons in tissue culture

explants of hamster brain could not be determined, but further pursuit of their

identification would represent a very fertile area for future investigation.
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VIII. EXPERIMENTAL SUBJECTS

All animals will be used and cared for in compliance with DOD Directive

3216.1 and AFR 169-2, "The Use of Animals in DOD Programs", and NIH Publication

#85-23, "Guide for the Care and Use of Laboratory Animals". Appropriate consid-

eration will be given to the policies, standards, and guidelines for the proper

use, care, handling, and treatment of animals. This type of experiment cannot

be done in an in vitro model as It is not an accurate representation of the

various systems operant in the live animal. The techniques and model outlined

under the section entitled "MATERIALS AND METHODS" are well established in the

literature and lend themselves very well to this experiment.
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IX. ADDENDUM A

Surgical Procedure for Catheter Implantation

At least 48 hours prior to surgery, silastic catheters were constructed as

follows. A 2.5 Inch sleeve of 0.03" x 0.0C5" silastic tubing was soaked in

xylenes for approximately one hour. This served to expand the tubing to facili-

tate the insertion of the smaller bore tubing. A 5.5 in. section of silastic

tubing (0.02" x 0.037") was threaded into the larger bore tubing so that one end

was flush. This was accomplished by threading a piece of 1-0 braided silk

through the large bore tubing, tying it to the end of the small tubing and work-

ing the smaller bore tubing through the shaft of the larger tube. These cathet-

ers were allowed to dry for several hours. Following drying, a ring made with

silastic medical adhesive was positioned approximately one inch from the free

end of the small bore tubing. This ring was fashioned so that the tubing could

be easily inserted into a small opening in the vessel. The ring was molded in a

cone shape with the pointed end positioned to enter the vessel first. The

entire diameter of the cone was approximately the same as the outside diameter

of the large bore tubing (0.067"). The silastic adhesive was allowed to cure

for at least 24 hours before being used. The end of the catheter Inserted in

the vessel was trimmed to a short bevel to facilitate vessel entry.

All instruments, catheters ane other supplies were autoclaved prior to sur-

gery. The surgical procedure described can only be considered "clean" surgery

because of the necessity of dorsally exteriorzing the catheter between the

shoulder blades of the animal. However, extreme care was taken to maintain a

sterile environment in the area of the incision and at the point of entry of the

catheter into the vascular system.

Because of its proximity to the surface and its relatively large diameter,

the jugular vein was chosen as the vessel for catheter implantation.
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Animals were anesthetized with Nembutal or acepromazine-ketamine and the

area under the jaw and neck, and the scapula area werz shaved free of hair. The

clipped areas were thoroughly cleaned with betadine, and an incision (right of

midline) was made from the area of the thoracic inlet towards the right jaw for

approximately one inch. This incision only penetrated the skin. Just prior to

this procedure a smail incision was made over the scapula of the animal. A sub-

cutaneous tunnel was then formed with curved hemostats, and the catheter passed

through to the area of the vein. The jugular vein was gently isolated just ante-

rior to its entry into the thoracic cavity and two lengths of 4-0 silk were

positioned under the vein.

The catheter was prepared for vessel entry by inserting a 22g tubing adapter

into the scapula end, and filling the catheter with sterile saline. The cranial

end of the vessel was ligated with one of the lengths of 4-0 silk. The ends of

the tie were used at a later time to help secure the catheter. A loose knot was

made around the caudal end of the vessel. With slight tension on the vein a

small perpendicular cut was made and then enlarged with a small longitudinal cut

extending caudally from the first cut. The catheter was inserted and the caudal

suture tied just above the silastic adhesive ring. Care was taken to insure that

the vessel was not occluded by the caudal tie. The catheter was then further

secured by the ends of the rostral tie. This also secured the two sections of

the vessel. The wound was closed with a non-absorbable suture. A heparin lock

was placed in the tubing adaptor and the entire unit secured with several

sutures along the midline of the back extending caudally. At least one suture

was taken at the point of catheter entry to insure that the opening remained as

small as possible.
PosL-operative care included a daily application of bactcriccidal salve at

the point of catheter entry and a daily flushing using sterile saline. It was

not necessary to use heparinized saline because clotting is not a problem with
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silastic tubing.

Using this technique catheters remained patent for 8-14 days.
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X. ADDENDUM B

Neuropathologic Techniques

1. Sodium Flourscein Studies. The micromolecular dye sodium flourscein

(NaFI) will be used throughout these as the indicator of BBB permeability.

Sodium flourscein has been used extensively in BBB studies (8) and is consid-

ered an indicator of BBB permeability. In order to obtain a comprehensive pic-

ture of CNS changes, ten levels of tissue will be examined in each animal.

Each animal will be appropriately anesthetized (pentobarbital, I.P., 40

mg/kg), the hair removed from the femoral area by a depilatory and the area

swabbed with an antiseptic solution. A small Incision will be made, the femoral

vein isolated and the dye injections will be made at this point. Following per-

fusion with buffered formalin, the brain will be removed and cut into seven sag-

ital sections. The spinal cord will be examined at the cervical, thoracic and

lumbar levels. Each tissue section will be examined under a dissecting scope

for NaFI staining. In order that sections can be viewed with the microscope

while being exposed to ultraviolet (UV) light a special light box has been con-

structed. All tissue will be evaluated under blind conditions, one to three

hours after staining.

Photographic records will be kept of the tissue. In addition, the patholo-

gist, Dr. Ralph Storts, DVM, Ph.D, will record his findings for each animal.

2. Light and Electron Microscopy Studies. Animals designated for micro-

scopic study will be anesthetized and whole body fixation will be accomplished

via cardiac perfusion. The perfusion fixatives will consist of 4% buffered for-

malin-l% gluteraldehyde mixture. The brain and spinal cord will be removed and

maintained in the same fixative until examined. Preselected areas of the brain

and SP4nal cord vill be eXapinaA microscopically and ulrsrctr y F or

light microscopic examination, nervous tissue will be processed and embedded in

paraffin for subsequent staining with hemotoxylin and eosin and other selected
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methods (for myelin, neurons, and neuroglia). Tissue for electron microscopic

(EM) studies will be post-fixed in 1% osmium tetroxide, dehydrated, cleared and

embedded in Epon. For orientation, 1 micron sections will be cut and stained

with Paragon stain and examined by light microscopy. Selected areas will then

be thin sectioned, placed on uncoated grids and stained for observation by elec-

tron microscopy.

Several of the animals will be subjected to horseradish peroxidase and

microperoxidase prior to processing. Peroxidases are commonly used as tracers

in BBB investigations (9, 10, 11). In addition, several of the animals desig-

nated for subsequent EM analysis will be injected with ferritin-labelled immuno-

globulin prior to tissue processing. Tissue will be examined for passage of the

peroxidases and ferritin across the BBB of these animals.
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